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ABSTRACT. We prove that an iterated function system of similarities
on R that satisfies the weak separation condition and has an interval as its
self-similar set is of generalized finite type. It is unknown if the assumption
that the self-similar set is an interval is necessary.

1. INTRODUCTION

Consider an iterated function system (IFS) of similarities {S;}*_; on R? and let
K be its associated self-similar set, the unique non-empty compact set satisfying
K = U§:1 S;(K). The dimensional properties of such sets are well understood
if the IFS satisfies the open set condition (OSC), such as the IFS {z/3,2/3 +2/3}
whose self-similar set is the classical middle-third Cantor set. We refer the reader
to [ ] and the many references cited there. As many interesting IFS, including
those associated with the much studied self-similar measures known as Bernoulli
convolutions, do not have this property, Lau and Ngai in [ ] introduced the
weak separation condition (WSC), which permits limited types of overlap. IFSs
that satisfy this weaker property have also been intensively studied. For instance,

in [ ] Zerner proved many geometric and analytic equivalences, Feng and Lau
in [ ] obtained deep results about the multifractal analysis of associated self-
similar measures, and Fraser et al. in | ] showed that any self-similar set

arising from an IFS satisfying this condition and not contained in a hyperplane is
Ahlfors regular and hence its Hausdorff and Assouad dimensions coincide. How-
ever, even basic concepts, such as explicitly computing the Hausdorff dimension
of the self-similar set, can be challenging.

Many interesting examples of IFS satisfying the weak separation condition
have a type of combinatorial overlap structure. As a result, in-between separation
notions, called the finite type condition (FTC) and the generalized finite type
condition (GFTC), were introduced in [ ]and [ ] respectively. A class
of examples of IFS of finite type that do not satisfy the OSC are the systems
{pz, pr+1—p} where p > 1/2is the inverse of a Pisot number. These examples are
particularly interesting as they are associated with the only Bernoullli convolutions
known to be singular. We refer the reader to [ ] and the survey paper
[ ] for more details on this much studied problem. IFSs which satisfy the
(generalized) finite type condition are much more tractable to study than those
which merely satisfy the WSC. For instance, simple formulas are known for
the Hausdorff dimension of K | ; ], and the multifractal analysis of
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associated invariant measures is more precisely understood (compare, for example,
[ ; ; ] with [ ]). Both finite type and generalized finite type
are defined in terms of certain local geometric-combinatorial properties.

Much of the research that has been done on these properties applies to the case
where the word ‘local’ is interpreted to mean relative to the bounded invariant
set which is the interior of the convex hull of the self-similar set K, when the
interior is non-empty. We call this the convex (generalized) finite type condition
and write (G)FTC,,. The following relationships are well known, (c.f., [ ;

; ; D:
(1.1) FTC,, ¢ GFTC,, C GFTC C WSC.

Any IFS of finite type necessarily has logarithmically commensurate contraction
factors (in fact, GFTC,, with commensurate contraction factors is FTC, [ D,
so not all sets satisfying the open set condition are finite type. However

(1.2) 0SC C GFTC C WSC

and if an IFS satisfies the open set condition with the open set being the interior
of the convex hull of K, then it satisties GFTC,,. The question of whether the
generalized finite type and weak separation conditions are equivalent was first
raised by Lau and Ngai in [ ]. They showed that the answer, in general, is
negative for IFS on R? for d > 2, but for all known examples, the interior of the
convex hull of the self-similar set is empty. In particular, we are not aware of
any IFS on R, with non-singleton attractor, which satisfies the weak separation
condition but is not generalized finite type.

The main contribution of this paper, Theorem 4.3, is to partially answer this
question. We prove that if the IFS in R satisfies the weak separation condition and
the self-similar set K is an interval, then the IFS actually satisfies the (stronger)
convex generalized finite type condition.

Much of the earlier work in the study of self-similar measures investigated
cases where the support of the measure was an interval in the real line [ ;

; ; ]. In such cases, the geometry is sufficiently simplified to allow
a detailed analysis while being complex enough to make the study meaningful.
This is the case in our situation as well. The main difficulty occurs in Lemma 4.2,
which we do not know to be true in the more general setting.

In [ ], Feng showed that the key features of the local geometry of an IFS in
R with positive and equal contraction factors and satisfying FTC., could be under-
stood in terms of ‘neighbour sets” and that such IFS can have only finitely many
of these. This property has proven to be very fruitful in studying the multifractal
analysis of self-similar measures of finite type, c.f. [ ; ; ]. Here
we generalize a slightly modified notion of a neighbour set to any IFS in R, and
say that any IFS which has only finitely many of these more general neighbour
sets satisfies the finite neighbour condition. The weak separation condition for
IFS in R can be characterized in terms of the neighbour sets (Proposition 2.8) and
consequently any IFS in R satisfying the finite neighbour condition satisfies the
WSC (Corollary 3.3).
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In Theorem 3.4 we prove that the finite neighbour condition and the convex
generalized finite type condition coincide. Our main result follows by proving
that any IFS on R that has the interval [0, 1] as its self-similar set K and satisfies
the weak separation condition, has the finite neighbour condition and hence also
the GFTC,,. In particular, any such IFS with commensurate contraction factors
has property FTC,,. Our proof was inspired by Feng’s recent work, [ ], that
showed this under the additional restriction that the similarities have equal and
positive contraction factors.

One reason for the interest in resolving the relationship between the weak
separation condition and (generalized) finite type is that the geometric structure of
the self-similar set and measures associated with an IFS satisfying the (generalized)
finite type condition is substantially richer than what is directly implied by the
weak separation condition. For example, it is a consequence of our theorem that
any IFS {S;} with K = [0, 1] and satisfying the WSC has the property that there is
a constant £ > 0 such that for any a > 0 and u,v € {0, 1}, either

(13) SU(”) = ST(/U) or ‘Sa(u) - S.,-(U)‘ B

whenever S, and S, are compositions of the similarities {S;} with contraction
factors approximately a (Corollary 4.4). Indeed, many of the combinatorial for-
malisms developed by Feng in [ ] for positive, equicontractive IFS in R of
finite type extend to iterated function systems in R satisfying the finite neighbour
condition [ ; ]. As a consequence, it will be shown there that under
the assumption of K = [0, 1], many results for the multifractal analysis of self-
similar measures on R of finite type, as established in [ ; ], can be
extended to self-similar measures associated with IFS on R satisfying the weak
separation condition. In Example 3.2, we give an example of such an IFS that
has non-commensurate contraction factors. More examples, and more in-depth
analysis, can be found in [ ; 1.

2. GEOMETRIC STRUCTURE OF SELF-SIMILAR SETS

2.1. Iterated function systems and separation conditions. Our focus for the
remainder of the paper will be on R. Thus by an iterated function system (IFS)
S = {S;}%_, we mean a finite set of similarities

Si(x) =rix+d;:R— Rforeachi=1,2,...,k,

with 0 < |r;| < 1 and k > 2. The IFS is said to be (positive) equicontractive if all
r; =r (and r > 0).

A subset V' C R is called invariant if S;(V') C V for all j. Each IFS generates a
unique non-empty, compact invariant set K satisfying
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This set K is known as the associated self-similar set. We will assume K is not a
singleton. By rescaling and translating the d;, as needed, without loss of generality
we may assume the convex hull of K is [0, 1].

If we are also given probabilities {p;}*_,, meaning p; > 0 and Zle p; =1,
then there is a unique probability measure 4 satisfying

p(E) = Y pin(S; (E))

for any Borel set £ C R. This measure is referred to as a self-similar measure
associated with the IFS and has as its support the self-similar set K.

For example, if we take the IFS {Si(z) = /3, S2(z) = z/3 + 2/3} and proba-
bilities p; = 1/2 = p,, the self-similar set is the classical middle-third Cantor set
and the self-similar measure is the uniform Cantor measure. If we take the IFS
{pz,pr +1— p} with 0 < p < 1 and the same equal probabilities, the self-similar
measure is the Bernoulli convolution with parameter p.

Definition 2.1. The IFS S = {S,} is said to satisfy the open set condition (OSC)
if there is a non-empty bounded invariant open set V' such that S;(V)) N .S;(V) is
empty forall i # j.

The IFS {z/3, /3 + 2/3} is such an example.

In contrast, the weak separation condition allows restricted overlap. We intro-
duce further notation to formally define this. Let ¥ = {1, ..., k} and X* denote the
set of all the finite words on X. Given o = (01, ...,0;) € £*, we put

J
0" =(01,...,05-1),8; =85, 0---08, and r, = Hrai.

=1

Given a > 0, put
Ao ={o X |ry] <a<|r,-|}.

We refer to o € A, as the words of generation a. We remark that in the literature it
is more common to see this defined by the rule |r,| < a < |r,-|. The two choices
are essentially equivalent, but this choice is more convenient for our purposes.

There are many equivalent ways to define the weak separation condition. The
following is item (5) on Zerner’s list of equivalences in [ , Theorem 1], and is
the one of most use to us in this paper.

Definition 2.2. The IFS is said to satisfy the weak separation condition (WSC)
if there is some z, € R and integer N (or, equivalently, for all = there is some N)
such that for any o > 0 and finite word 7, any closed ball with radius o contains
no more than NV distinct points of the form S, (S;(x¢)) for o € A,.

It is well known that any IFS satisfying the open set condition satisfies the weak
separation condition, but not conversely. Examples of IFS that satisfy the WSC, but
not the OSC, include the IFS {pz, pz + 1 — p} where p > 1/2 is the inverse of a Pisot
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number, as well as the IFS {z/d + j(d —1)/(md) : j =0,...,m} where m > d > 2
are integers. With an appropriate choice of probabilities, the self-similar measure
associated with the second IFS is the m-fold convolution of the uniform Cantor
measure on the Cantor set with ratio of dissection 1/d. Convolutions of the Cantor
measure are examples of invariant measures with interesting multifractal structure.
For instance, the 3-fold convolution of the middle-third Cantor measure was the
first example discovered to have an isolated point in its set of local dimensions
[ ]l

Both these families of examples actually satisfy a stronger separation condition

known as finite type, a notion introduced by Ngai and Wang in [ ]. To
explain this, and the more general notion of the generalized finite type condition
introduced by Lau and Ngai in [ ], we need further notation.

Notation 2.3. For any set V' C R let

2.1) Es(V)=J {8, 08 10,7 € Aa, So(V) N S(V) # 0}

a>0

It is immediate from the definition that the IFS S = {S;} satisfies the OSC with
the bounded, invariant open set V' precisely when Es(V') consists of simply the
identity map.

Definition 2.4. (i) The IFS S = {S,} is said to be of generalized finite type, or
satisfy the generalized finite type condition (GFTC), if £5(V/) is finite for
some non-empty bounded invariant open set V.

(ii) The IFS S = {S,} is said to be of finite type, or satisfy the finite type condi-
tion (FTC) if, in addition, the contraction factors of the S; are logarithmically
commensurate.

By logarithmically commensurate we mean that the contraction factors {r;}
have the property that for all 7, j, log |r;| /log|r;| € Q. We remark that the def-
initions given above were not the original definitions, but were proven to be
equivalent by Deng et al. in [ , Theorem 4.1].

Lau and Ngai in [ ] show that the IFS {pz,rz + p(1 — r),rz + 1 — r} for
0 < p,r <land p+ 2r — pr < 1is of generalized finite type, but not, in general, of
finite type, and does not satisfy the OSC.

One of the main accomplishments of Feng in [ ] was to show that positive,
equicontractive IFS of finite type with the invariant open set V' = (0,1) have a
special geometric structure which is very useful in studying both the self-similar
set and the multifractal analysis of associated self-similar measures.

In this paper, we will see that a similar geometric structure also holds for IFS
of generalized finite type when V' = (0, 1) and hence we give this special case a
name.

Definition 2.5. The IFS is said to satisfy the convex (generalized) finite type con-
dition ((G)FTC,,) if it is of (generalized) finite type with the non-empty bounded
invariant open set being the interior of the convex hull of K.

Remark 2.6. We prefer to express this in terms of the convex hull of K, rather
than (0, 1), as the convex hull will generalize to IFS defined on R" for n > 1. Note
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that we implicitly require that the interior of the convex hull is non-empty or,
equivalently, that the attractor K is not contained in a hyperplane. The interior of
the convex hull of K is always an invariant set.

Clearly FTC,, € GFTC,, and it is known that GFTC C WSC, [ ]. We are
not aware of any example in R? of an IFS where the interior of the convex hull of
K is non-empty and which satisfies the WSC, but not the GFTC,,.

2.2. Neighbour sets. The notions of net intervals and neighbour sets, introduced
in [ ] and [ ], have proven to be very fruitful in the study of IFS
satisfying the finite type condition. Here we extend these notions to an arbitrary
IFS in R where the attractor K is not a singleton or, equivalently, the interior of the
convex hull of K is non-empty.

Let A1, ..., hya) be the collection of distinct elements of the set {.S,(0), S,(1) :
o € A, } listed in strictly ascending order and let

Fo ={[hj, hjt1] : 1 <j < s(a)and (hj, hjr1) N K # 0},

Elements of 7, are called net intervals of generation o.. For convenience, we write
F =U,=0 Fa to denote the set of all possible net intervals.

Suppose A € F. We denote by T the unique contraction Tx(z) = rx + a with
r > 0 such that

Ta(0,1]) = A.

Of course, r = m(A) where m denotes the normalized Lebesgue measure and a is
the left endpoint of A.

Definition 2.7. We will say that a similarity 7'(z) = Lz + a is a neighbour of
A € F, if there exists some o € A, such that S,([0,1]) D Aand T = Tx' 0 S,. In
this case, we also say that S, generates the neighbour 7'. The neighbour set of A
is the maximal set

Vo(A) ={T1,...., T}
where each T} = T\ ' o S,,, is a distinct neighbour of A. When the generation of A
is implicit, we will simply write V(A).

Fix a net interval A = [ag,by] € F, and 0 € A, with S,([0,1]) 2 A. Put
L =1r,/m(A)and a = (5,(0) — ap)/m(A). Then the neighbour 7" generated by S,
is given by

So(x) —ag 167+ S5(0) —a
bo — Qg N m(A)

T =Txy"oS,(z)= — Lz +a.

The neighbours 7" of A are clearly in one-to-one correspondence with the pairs
(a, L). Thus this definition of a neighbour is a slightly modified version of the
one defined in [ ], where instead of normalizing by a value a = r],, we
normalize by m(A).
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2.3. Characterizing the weak separation condition by neighbour sets. A char-
acterization of the weak separation condition can be easily expressed in terms of
these neighbour sets. This forward implication of this proposition captures the
intuition in R? that, under the weak separation condition (when the attractor of
the IFS is not contained in a hyperplane), the choice of N in Definition 2.2 can be
made independent of the initial choice of some fixed x(. This observation is used,
for example, in the proof of [ , Theorem 2.1] that IFSs which satisfy the
weak separation condition are Ahlfors regular.

Recall that we assume that our IFS is in R and that the convex hull of the
invariant compact set is [0, 1]. We write #X for the cardinality of the set X.

Proposition 2.8. An IFS has the weak separation condition if and only if

sup #V(A) < o0.

AeF

Proof. Suppose the IFS S = {S;} has the weak separation condition. Find the
bounds Ni, N, from Definition 2.2 (of the WSC) with the points =, = 0,1 and
T = Id. Let [ag, by] = A € F, be an arbitrary net interval and define

E =1{5,(0),8,(1): Tx' oS, € V(A)}.

Note that #V (A) < #E(#E — 1) since to any neighbour of A there must corre-
spond two distinct points in E. Thus it suffices to show that #E is bounded.

Consider the closed sets [y = [by, by + ] and I} = [ag — «, ap], set I = Iy U I3,
and note that &/ C I. By the definition of the weak separation condition, / contains
at most 2V, distinct points of the form S, (0) for o € A,, and at most 2NV, distinct
points of the form S, (1) for o € A,. Thus #E < 2(N; + Ny).

Conversely, suppose supacr #V (A) = M < oo. Fix an arbitrary generation o
and any closed ball / with radius a. Fix zy € [0,1]. Let J be a closed ball with
radius 2« and the same center as I. Assume x = S,(zg) € I C J for some o € A,.

If I contains N distinct points of the form S, (x¢) for o € A,, then #Y > N
where

Y ={S,: S,(x0) € I,0 € A, }.

Thus Zer m(f([0,1])) > Narpi.

On the other hand, since sups.r#V(A) = M, any point z € J can be
contained in the interior of at most M intervals f([0,1]) with f € Y. Hence
> ey m(f([0,1])) < Mm(J) = M4a. Combining these two inequalities yields

4M
Nary, < M4, or equivalently, N < )

T'min

This gives a uniform bound for N and hence the IFS satisfies the weak separation
condition. 0
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3. FINITE NEIGHBOUR CONDITION

IFSs that have the finite type property admit only finitely many neighbour sets,
[ ]. (Strictly speaking, neighbour sets were only defined for the generations
rk. for k € N, but, as shownin [ , Proposition 5.4], this makes no difference.)
This was a crucial feature in carrying out the multifractal analysis of self-similar
measures associated with IFS of finite type in [ ; ; ]. Inspired by

this, we make the following definition.

Definition 3.1. We say that an IFS satisfies the finite neighbour condition if there
are only finitely many neighbour sets.

We emphasize that there is no requirement here that the contractions be loga-
rithmically commensurate, as is implicitly required with the finite type property.

Example 3.2. Consider the IFS given by the four maps

1 1 1
Sl(x) = §CL’ SQ(ZL‘) = ZI + Z_l
1 1 1 3
which has invariant set ' = [0, 1]. This example is very similar to [ , Example

2.8.]. Following similar methods, it is straightforward to show that there are five
possible neighbour sets given by

4
vy ={z— z} vgz{xr—>§x}

3 1
vy = {z — 3z,z— 4z — 3} U4:{le—)§x—§}

vs = {z — z,z — 3z}

so that this IFS satisfies the finite neighbour condition, and hence the weak separa-
tion condition.

Many other examples are given in [ I
If there are only finitely many neighbour sets, then sup,. » #V (A) < oo. Con-
sequently, Proposition 2.8 immediately gives

Corollary 3.3. Any IFS satisfying the finite neighbour condition has the weak separation
condition.

Next, we will prove that finite neighbour condition and GFTC,, coincide. We
begin with a general construction. Let I" be any finite set of similarities on R and
define

o f@) = fle) , o) — £ (o
M= fom STy € A E TR — ) #0].

Clearly NV (I') is a finite set since I' is finite.
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The motivation behind this construction is the following: suppose we are given
an arbitrary net interval A = [f(u), g(v)], where f,g € I'and u, v € {0, 1}. Suppose
that 7" is a neighbour of A generated by S, € I'. Then

T(x) =Ty o S,(x) = H e N(I).

Notice that if S is any similarity and we set S(I') = {S o f : f € I'}, then one can
easily check that N'(S(I")) = N (T).

Theorem 3.4. The IFS S satisfies the finite neighbour condition if and only if it satisfies
the convex generalized finite type condition.

Proof. Asin (2.1), set

£ =Es(( = | J{5, 08 1 0,7 € Aa, S4((0,1)) NS ((0, 1)) # 0}

a>0

According to the definitions we have given of GFTC,, and the finite neighbour
condition, the theorem is equivalent to the statement that S has finitely many
neighbour sets if and only if £ is finite.

First, suppose S has only finitely many neighbour sets. Let 0,7 € A, be
arbitrary and suppose I = 5,((0,1)) NS-((0,1)) # 0. Then there exists some net
interval A € F, contained in J, so that S, and S; generate neighbours of A. In
particular, Tx' o S, and T o S, must be two of the finitely many neighbours.
Hence

S;toS, =8 0TahoT oS, =(Tx'0S,)  o(Ty'oS,)

can only take finitely many values, so £ is a finite set.

Conversely, suppose € is a finite set. Let A = [a,b] € F, be an arbitrary
net interval. Let S,, generate a neighbour 7" of A and 0,05 be such that a €
{55,(0), S5, (1)} and b € {5,,(0), S,,(1)}. It can always be arranged for S,,((0,1))
to intersect non-trivially with both S,,((0,1)) and S,,((0,1)). But then, by the
invariance of N under composition by similarities, we have

T € N({Ss0, 951550, }) = N({S5, 0 SUU’SUO 0 851555y 0 85,}) S N(E).

g1 ao

Since £ is a finite set, there are only finitely many neighbour sets. O

Corollary 3.5. An equicontractive IFS S with contraction factor p > 0 has the finite
neighbour condition if and only if there is a finite set I" such that for each n € N and
o, T € X" we have either

(31) p—n |SO'(O) - ST(0)| > lor p—n |SO'(0) - S’T(O)| S

Proof. If o,7 € X", then S,((0, 1)) S-((0,1)) = 0 if and only if we have
p " 1S,(0) — S;(0)| > 1. Note thatif S, 'oS,(x) = z+d; (in this case, the contraction
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factors of S, and S; are necessarily equal) and p=" |S,(0) — S;(0)| = d2 € I, then
|d1| = dg. Thus

T C{|d:z+deEs((0,1))} C {£d:deT).

Hence £5((0, 1)) is finite (that is, S satisfies GFTC,,) if and only if I" is finite.
And, of course, the properties GFTC,, and finite neighbour condition coincide. ]

Remark 3.6. More generally, it is immediate from the theorem that the finite neigh-
bour condition is equivalent to FTC,, if the contraction factors are commensurate.

Any IFS that has the FTC,, property also has the property that there exists some
¢ > 0 such that for any o > 0 and A € F,, it is the case that m(A) > ca ([ ;

). Since the images of 0 and 1 under the maps S, for o € A, are the
endpoints of the net intervals in F,, in the case that X = [0, 1] this property
equivalent to saying that there exists some ¢ > 0 such that forany 0 < a < 1,
words 0,7 € A, and z,w € {0, 1}, either

(3.2) Sy(2) = S-(w) or |Sy(2) — S-(w)| > ca.

In fact, (3.2))holds, even without the assumption that X = [0, 1], for IFS satisfying
the finite neighbour condition.

Theorem 3.7. Suppose S has the finite neighbour condition. Then there exists some
¢ > 0 such that forany 0 < a <1, 0,7 € A,, and u,v € {0,1},

either  Sy(u) = S;(v) or |S,(u)— S, (v)] > ca.

Proof. Again, let £ = £5((0,1)). This is a finite set since S has the finite neigh-
bour condition, equivalently GFTC,. Let G denote the finite set

G={g'ofoh:fe&ghec{ldS,...,5}

Likewise, set V = (J,.» V(A) to denote the set of all neighbours, so that V is a
finite set. Then put

c1 =min{l/|L| : {x — Lx + a} € V},
¢ = min{|f(u) = g(v)| : w,v € {0, 1}, f,9 € G, f(u) # g(v)}.

and let
¢ = Tpin - min{cy, o }.

We will see that c satisfies the requirements.

Let o, 7 € A, and assume S, (u) < S-(v). Put I = [S,(u), S-(v)].

If I contains a net interval A € F,, then A has some neighbour generated
by a word w. In particular, m(A)/|r,| > ¢; by definition of a neighbour, so that
m(I) > m(A) > arpme; > ac.
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Otherwise, there is no net interval contained in I, equivalently, int I N K = .
Without loss of generality, we may assume that « is maximal with the property
that S, (u) and S;(v) are both endpoints of generation a. Fix o/ = min{|r,-|, |7-|}
and obtain ¢, 7' € A/, prefixes of o and 7 respectively. Note that (¢’, 7’) is one of
(0, 1d), (Id,77) or (6=, 77).

Since int /N K = (), I contains no endpoints of generation ¢/, hence the maximal-
ity of o implies (without loss of generality) that we have ¢’ = ¢~ and I C S,/ ([0, 1]).
If S,+((0,1)) N S+((0,1)) is not empty, then S,! 0 S, € £ and hence S;'0 S, € G.
Thus

(3.3) 1S, (u) — S;(v)] = rou — S, 1 0 Sy (V)| > crrmma > ca.

If, instead, S,/ ((0,1)) N S~ ((0,1)) is empty, then since int I N K = () we have that
Sr(v) = Sy (2) for some z € {0,1}. Now apply the inequality (3.3) with S,/ (z) in
place of S;(v), noting that S; 0 S, = S ! for some j = 1, ..., k and thus belongs to
G. Again, we deduce that |S,(u) — S-(v)| > ca, as required. O

Remark 3.8. This gives another proof that the finite neighbour condition implies
the weak separation condition.

4. EQUIVALENCE OF THE WEAK SEPARATION CONDITION AND
FINITE NEIGHBOUR CONDITION

In this section we will prove our main result, that the weak separation condition
coincides with finite neighbour condition if the self-similar set is the full interval
[0, 1]. Our technique is motivated by Feng’s proof, [ ], that under the addi-
tional assumption of equal, positive contractions such IFS are finite type. First, we
prove a technical result.

Lemma 4.1. Fix some 6 > 0. There exists some constant C' = C(6) > 0 such that for
any o > 0and o, 7 € A, withm(S,([0,1]) N S-([0,1])) > da, there is some word ¢ with
74| > C and a choice of 1 € {0, T} such that ry4s > 0 and

Sys([0,1]) € 55((0,1]) N S+([0, 1]).

Proof. Say S,([0,1]) N S-([0,1]) = [¢,d] with d — ¢ > da. Without loss of gen-
erality, we may assume that d = S,(v) for some v € {0,1}, and we put ¢ = o.
Let iy be an index with 0 € S;,([0, 1]) and i, be chosen so that 1 € S;,([0,1]). Set
C =C(6) = dr2,,.

We recursively construct ¢ as follows:

o Ifr, > 0, set ¢ = (i1), while if r, < 0, take ¢; = (iy). This choice of ¢,
ensures that Sy, ([0, 1]) = [c1, Sy(v)] for some ¢; < Sy (v).

e Given ¢,, a word of length n such that S, (v) € Sy, ([0,1]), set ¢n11 = Ppiy if
Ty = 0, and ¢n+1 = gbnio if Thgn < 0. Again, S¢¢n+1([0, 1]) = [Cn—‘rh Sw(v)]
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Let N be minimal so that Sy(v) — cxy < da and thus Sy, ([0, 1]) C [c, d]. Note
that Sy (v) — cn = |rgyTyl, s0 by the minimality of N, |ryrg,| > darmn,. Since
Iry| < a, that ensures |14, | > 0Tmin. If 7yppy > 0, set ¢ = ¢y and if ryy, < 0, set
¢ = ¢nj where j is any index with r; < 0. Then |ry| > 072, = C and

S56([0,1]) € Sysx (10, 1]) € S5((0,1]) N S7([0,1])
as required. O

The assumption that K = [0, 1] is needed only in the proof of the next lemma.

Lemma 4.2. Suppose the IFS S has self-similar set [0, 1] and satisfies the weak separation
condition. For each § > 0, there exists a finite set Es so that for any generation o > 0 and
o, T € A\, either

m(S,([0,1]) N 5,([0,1])) < davor S;' 0 S, € &.

Proof. Fix 6 > 0. Choose a net interval A, with the maximum number of
neighbours and assume A, € F5. Proposition 2.8 guarantees this is possible. Fix
C' = (C(0) as in Lemma 4.1, define

I ={ToS, ¢ eX |ry| >Chri,, T € V(Ag)},

min?

and put

E={f"og:fgeT},

which is a finite set since I" is finite.

Let 0,7 € A, be arbitrary with m(S,([0,1]) N S;([0,1])) > da. Choose ), ¢
from the conclusion of Lemma 4.1 where, without loss of generality, i) = 0. Set
7= Irors|B-

Claim I. The interval Ay = S,4(Ao) is a net interval of generation v with V(A,) =
V(Ay).

Proof. Let Ay have neighbours generated by S,,, ..., S.,, with w; € Agz. By
definition of v, {o¢w:, ..., o¢w,,} are words of generation A,. Note that (int A;) N
K # () and that the endpoints of A; are of the form S,, where ( € Ag so that
o¢¢ € A,. In particular, if A; ¢ F,, then there exists some 7 € A, such that
Sy & {Sopwrs -+ Sogwn t and S-([0,1]) N (int A;) # 0. But then there exists some
A, € F, with Ay C Ay N S-([0,1]), where A, has distinct neighbours generated
by {w1,...,wn} U {7}, contradicting the maximality of m. Thus A; = A, and
A, € F, with neighbours generated by the o¢w;. Moreover, since r,, > 0, we have
TA1 = Ogg¢ © TAO, so that

V(A1) =T, 0 Soow, i1 = {Tny © 855 0 o0 0 S 1y = V(Do)

as claimed.
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Now we will show that S, ! 0 S, € &. Establishing this will complete the proof.
Since K = [0,1] and A; C S,([0,1]) N S-([0, 1]), the words ¢ and T must be the
prefixes of {;,& € A, which generate neighbours 77,75, of A; respectively. Let
& = oy and & = T, Since §; € A, and 0,7 € A,, we have foreach ¢ =1, 2,

fy

(4.1) |7 | > ~Tmin 2 — > Cpre

Imn — min*

Oz|r¢\ﬂ 2
o
But since T o S¢, = T;, we have

Sa_l 05; = 51111 o (S_l OSEQ) OSJQI
- S"/’l ( to T o TAl © TQ) o Sz;;
=(Tio8, )™ ( Ty08,,),

and this is an element of &; by (4.1). O

Theorem 4.3. Suppose the IFS S satisfies the weak separation condition and has self-
similar set |0, 1]. Then S has the finite neighbour condition.

Proof. Assume S = {S;}F_,. Set
0 = Tin - min({jv — S;(u)| : 1 <i < k,u,v € {0,1},v # S;(u)} >0
and let & be the corresponding finite set as in Lemma 4.2. Put
G={g'ofoh:fe&;ghe{ld S, ..., }

and again note that G is a finite set. We may now define

er = min {m(S4([0,1]) N Sy ([0,1])) : [rg], Iry| > T Se((0,1)) N S,((0,1)) # 0}
ez == min {m([0, 1] N £([0,1])) : f € Gand f([0,1]) N (0,1) # 0} .
Fix
0 < e < min{ey, "min€2}

and note that € < rp;,.

It was shown in Theorem 3.4 that S has the finite neighbour condition if and
only if £5((0,1)) (as defined in (2.1)) is finite. We will show that £5((0, 1)) is finite
by proving the following claim.

Claim I. Forany o > 0and 0,7 € A, with S,((0,1)) N S-((0,1)) # 0, we have
m(S,([0,1]) N S-([0,1])) > ea.

Once the claim is verified, we are done since Lemma 4.2 will imply £s((0, 1)) is
contained in the finite set £, defined in that lemma.
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Proof. Assume the claim is false. Then there exists some 0 < o < 1 and
0,7 € A, such that S,((0,1)) N S-((0,1)) # 0, but

(4.2) m(S,([0,1]) N S.([0,1])) < ea.

Choose o maximal with this property. Observe that the choice of € < ¢; ensures o
and 7 are both words of length at least two. This is because if, say, ¢ had length at
most one, then a > r,;,,. Consequently, |r,|, |r.| > 2, and thus the definition of
¢, would imply that

m(S,([0,1]) N S-([0,1])) > €1 > ea,

which is false.
Thus we can let o/ = min{|r,-|, |r.-|} > « and obtain prefixes ¢’, 7" of o and 7
respectively, with o', 7" € A,/. Note that (¢/,7') isone of (¢~,7), (0,77 ) or (67, 77).
We first show that m(S,/ ([0, 1]) N S ([0,1])) > da. For notational simplicity,
write

SU([Ov 1]) = [a> b]v ST([()? 1]) = [C’ d],
S,([0,1]) = [d', ], and S.(0,1]) = [, d].

Since € < rmin, by swapping the roles of o and 7, if necessary, we may assume

S+(10,1]) M S:([0,1]) = [¢, b],

for otherwise, (without loss of generality) S,([0,1]) € S,([0,1]) N S;([0,1]) and
then m (S, ([0, 1]) NS;([0,1])) > rmna > €a.

Since S,([0,1]) D S5,([0,1]), ¥ > b and similarly ¢ < ¢. Moreover, by the
maximality of a, we cannot have b = ¢ and ¢ = ¢'.

If Y > b, then o’ =o~. Suppose b = S,(u) and v/ = S,-(v) where u,v € {0,1},
and write 0 = 07 7. Then

V' —b=r,(v—Si(u) = |ro||v — Si(u)],
where v # 5;(u) since b # V. By definition of §, we have t/ — b > da, so that
m(Sy([0,1]) N S-([0,1])) > da.
The case ¢’ < c follows similarly.

This proves that S;,' 0 S, € &. Since S;10 S, = g1 0 S,' 0 S, o h for some
g,h € {Id,Sy,..., Sk}, we conclude that S; ' o S, € G. Therefore
m(S, " 0 S-([0,1]) N [0,1]) > e

[

and thus

m(S,([0,1]) N S-([0,1])) > |ro| &2 > ea,

which contradicts our initial assumption (4.2). O
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Combined with the earlier results of the paper we have the following equiva-
lences.

Corollary 4.4. Suppose the IFS S has self-similar set [0, 1]. The following are equivalent:

1. S satisfies the weak separation condition;
2. S satisfies the finite neighbour condition;
3. S satisfies the convex generalized finite type condition;

4. There exists some ¢ > 0 such that for any 0 < o < 1, words 0,7 € A, and
z,w € {0, 1}, either S,(z) = S-(w) or |S,(z) — S-(w)| > cau.

Corollary 4.5. Suppose the IFS S has self-similar set [0, 1] and commensurate contraction
factors. If S satisfies the weak separation condition, then S satisfies FTC,,.

In [ ], Feng obtained this conclusion under the additional assumption of a
positive, equicontractive IFS.

Remark 4.6. It would be interesting to know if it is always true that the weak
separation condition implies the finite neighbour condition for IFS in R (without
any additional assumptions). We do not even know if an IFS that satisfies the
open set condition, where the bounded invariant open set V' is not a finite union
of intervals, necessarily satisfies the finite neighbour condition.
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