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ABSTRACT. The ¢-Assouad dimensions are a family of dimensions which
interpolate between the upper box and Assouad dimensions. They are a
generalization of the well-studied Assouad spectrum with a more general
form of scale sensitivity that is often closely related to “phase-transition”
phenomena in sets.

In this article we establish a number of key properties of the ¢-Assouad
dimensions which help to clarify their behaviour. We prove for any bounded
doubling metric space F and a € R satisfying dimp F' < a < dimy F that
there is a function ¢ so that the ¢-Assouad dimension of F is equal to o. We
further show that the “upper” variant of the dimension is fully determined by
the ¢-Assouad dimension, and that homogeneous Moran sets are in a certain
sense generic for these dimensions.

Further, we study explicit examples of sets where the Assouad spectrum
does not reach the Assouad dimension. We prove a precise formula for
the ¢-Assouad dimensions for the boundary of Galton—-Watson trees that
correspond to a general class of stochastically self-similar sets, including
Mandelbrot percolation. The proof of this result combines a sharp large
deviations theorem for Galton—-Watson processes with bounded offspring
distribution and a general Borel-Cantelli-type lemma for infinite structures
in random trees. Finally, we obtain results on the ¢-Assouad dimensions of
overlapping self-similar sets and decreasing sequences with decreasing gaps.

CONTENTS

1 Introduction
1.1 Generalized Assouad dimensions . . . . . . ... ... ... .....
1.2 Rate windows and regularity of ¢-Assouad dimension . . ... ..
1.3 Main results for generalsets . . . ... .... ... .. .. .. ....
1.4 Main results for specificsets . . . . ... ... ... . o L.

2 General properties of ¢»-Assouad dimensions
2.1 Moran sets, window bounds and topology . . ... ... ......
2.2 Recovering the upper ¢-Assouad dimension . . ... ... ... ..
2.3 Recovering the interpolation. . . . . ... ... ... . ... ...
2.4 Typicalityof Moransets . ... ... ..................



2 BANAJI, RUTAR, & TROSCHEIT

3 Stochastically self-similar sets 30
3.1 Galton—-Watson processes and randomtrees . . . . . ... ... ... 31
3.2 Large deviations of Galton—-Watson processes . . . . . .. ... ... 32
3.3 Borel-Cantellifortrees . . . ... ... ... ... ... ....... 36
3.4 The ¢-Assouad dimensions of branching processes . . . . . ... .. 39
3.5 Mandelbrot percolation of the unitcube . . . . ... ... ... ... 42

4 Self-similar sets and decreasing sequences 43
4.1 Self-similar sets and general upperbounds . . ... ......... 43
42 Lower bounds and Assouad dichotomy . . .. ... ......... 44
4.3 Explicit lower bounds for a class of self-similarsets . ... .. ... 46
4.4 Decreasing sequences with decreasing gaps . . . . . ... ... ... 49

Acknowledgements 51

References 51

1. INTRODUCTION

A common theme in geometric measure theory and fractal geometry is to under-
stand the fine scaling properties of sets in the absence of a smooth or differentiable
structure. An important quantity in this context is the notion of Assouad dimen-
sion. This definition of dimension was first explicitly introduced by Assouad
[ ] in his study of bi-Lipschitz embeddings of general metric spaces into
Euclidean space. The Assouad dimension also appears naturally as the maximal
Hausdorff dimension of limits given by “zooming in” on the set; this work goes
back to the pioneering work of Furstenberg and his notion of star dimension. Es-
pecially in the past few decades, the Assouad dimension has received widespread
attention from various perspectives: we refer the reader to the books on fractal ge-
ometry [ |, embedding theory [ ], and quasiconformal geometry [ ]
for more details and background on this subject.

To make our context precise, we work with a non-empty, totally bounded
metric space (F,d). Given E C F, we denote by N, (E) the smallest number of
open balls of radius r required to cover E. Now, the Assouad dimension of the set F’
is given by

dimy F = inf{s L(3C > 0)(V0 <1 < R < 1)

(1.1) sup N,(F N B(z, R)) < O<§>8}'

zeF r

We always assume that (F, d) is doubling, or equivalently that dimy F' < oco. If
F is Ahlfors-David s-regular, then dimp F = dimy F = s. However, for many
important classes of sets (for example, self-similar sets with overlaps, self-affine
sets, and random sets), it can happen that dimp F < dima F. In this situation,
we know that at some resolutions and locations, the set F' will have “larger
than average” scaling. A natural question, and one which is often important in
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applications, is to understand at which resolutions this scaling occurs. Answering
this question precisely has played a key role in answering questions as disparate
as Holder distortion estimates [ ], conformal dimension | ], and LP-
improving properties of maximal operators and fractal local smoothing estimates

7 4

1.1. Generalized Assouad dimensions. In this article, we study the question of
the fine scaling properties of Assouad dimension in a general setting and for some
important explicit families of sets. Perhaps the first systematic approach to this
problem was the introduction of the Assouad spectrum by Fraser & Yu [ ]. This
modification of the Assouad dimension imposes the relationship r = R'/? for some
fixed 6 € (0,1) in the definition of the Assouad dimension and is part of a more
general scheme of “dimension interpolation” [ ]'. The Assouad spectrum,
which we denote by dimf F, is a continuously parameterized family of dimensions
with dimg F < dimf F' < dim, F and satisfies limgy_,o dim% F = dimp F.

One might hope that the Assouad spectrum provides a robust theory of “in-
terpolation”; however, it need not hold that limy_,; dimi ' = dimp F. In fact,
the quantity limg_,, dim% F coincides with the quasi-Assouad dimension, denoted
dimga F' and introduced in [ I. It is possible for the quasi-Assouad dimension
to be smaller than the Assouad dimension for two well-studied classes of sets:

1. Random sets, which occur naturally as limiting objects resulting from branch-
ing processes (see §3).

2. Dynamically invariant sets exhibiting some form of overlapping behaviour,
such as the invariant sets of overlapping self-similar iterated function sys-
tems in R (see §4).

Within these families, it appears that the “expected” behaviour is that dimf F' =
dimg F forall 6 € (0,1), but dimy F is as large as possible. (It is an interesting, and
probably challenging, open question to verify if dim% F = dimg F for all § € (0, 1)
for all self-similar sets F'.) Moreover, for self-affine sets I/ C R?, it can happen that
dimga F' < dimy F' even in the strongly separated case, see [ I

As a way to remedy this situation, Fraser & Yu suggested in [ ] that one
might generalize the Assouad spectrum by instead allowing the smaller scale
r to be prescribed as a function of the larger scale R, for some sensibly-chosen
but otherwise arbitrary function ¢. This program was taken up by Garcia, Hare,
& Mendivil in [ ], who established various fundamental properties of
this construction. We also refer the reader to [ ; ] for other articles
studying the generalized Assouad dimensions of some specific families of sets
and to [ , §3.3.3] for more introduction to this program?.

We define a particular variant here, which is trivially more restrictive than the
original definition but for all purposes functions in the same way.

10ther notable examples include the (generalized) intermediate dimensions [ ; Jand
the Fourier dimension spectrum [ 1.
2A version of the generalized Assouad dimensions for measures has been studied in [ ;

; ]
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Definition 1.1. We say that a function ¢: (0,1) — R" is a dimension function if the
following two conditions hold:

(i) R+~ ¢(R)log(1/R) increases to infinity as R decreases to zero, and

(ii)) ¢(R) decreases as R decreases to zero.

Note that these conditions necessarily imply continuity of ¢. We denote the set of
all dimension functions by W. For ¢ € W, we then define the ¢-Assouad dimension®
of F' by

dim$ F = mf{s L (3C > 0)(Y0 < r = R™*B < R < 1)

sup N.(F' N B(z, R)) < C'R_d’(R)S}.

zeF

We similarly define the upper ¢-Assouad dimension* of F by
dim’ F = inf{s 1 (3C > 0)(V0<r < R'™WHR <R < 1)
R\ s
< — .
ilelgNr(F NB(z,R)) < C’( . > }

Occasionally, we will write dim} F' to denote the identical formula whenever
¢: (0,1) — R is any function. One convenient feature of the ¢-Assouad dimen-
sion is that it can be expressed as a limit: it follows directly from the definition
that

_ ) log sup,cp Npitor (F N B(x, R))
1.2 dim® F = limsu z€ .
( ) A R—0 P —¢(R) log R

Intuitively, condition (i) of ¢ being a dimension function means that the gap
between the upper and lower scales grows monotonically and arbitrarily large as
the scale goes to zero, and condition (ii) means that the ¢-Assouad dimension at
scale R becomes “more like the Assouad dimension” as R tends to 0. This analogy
is made more precise in §2.3. If ¢ is a function such that ¢(R) log(1/R) is increasing
but does not diverge to infinity, then we would have dim% F' = 0 for all bounded
sets I, whereas we want to insist that dimﬁ F > dimg F. Dimension functions
are abundant: it is proven in Proposition 2.8 that for any function ¢ satisfying (i),
there is a unique maximal dimension function ¢ < ¢ (with the partial order of
pointwise comparison).

Our main contributions in this article are four-fold®:

1. We establish and clarify general properties of the ¢-Assouad dimensions.

31t seems that every sensible choice of specification (e.g. r = ¢(R), r = R*(®), or r = R1T9()
has its own share of benefits and drawbacks. One must be careful when reading the literature to
verify which notation is used.

*What we call the upper ¢-Assouad dimension is referred to as the ¢-dimension in [ ].
Our terminology is chosen for consistency with the (upper) Assouad spectrum; see [ I

SFor clarity of exposition, we will not consider the analogous results for the dual notion of ¢-
lower dimensions, though we expect many of our proofs to work in a similar way in that situation.
More detail on the ¢-lower dimensions can be found in [ ]
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2. We show that the ¢-Assouad dimensions recover the interpolation: for any
a € Rsatisfying dimp F' < o < dimy F, there is a dimension function ¢ so
that dim% F = a.

3. We establish precise formulas for the ¢-Assouad dimensions of stochastically
self-similar sets (in particular, the Gromov boundary of Galton-Watson
processes with finite support). These results are consequences of more
general sharp results on large deviations of Galton-Watson processes, which
may be of independent interest.

4. We investigate general properties of overlapping self-similar sets, and prove
initial quantitative bounds on the ¢-Assouad dimensions for some specific
examples.

We will discuss our main results along these themes more precisely for the remain-
der of this introduction.

1.2. Rate windows and regularity of ¢-Assouad dimension. A particularly im-
portant concept in the notion of the ¢-Assouad dimension is the definition of a
dimension rate window. As we will see in Theorem 1.2 below, this notion generalizes
the definition of the Assouad spectrum. Within the rate window correspond-
ing to a dimension function, the corresponding set of dimensions is relatively
well-behaved. Moreover, one might hope that for sufficiently nice sets, there is
exactly one dimension rate window on which the ¢-Assouad dimensions exhibit
non-endpoint behaviour. As we will see, this is in fact the case for the ¢-Assouad
dimensions of stochastically self-similar sets.

In this section, we discuss some general ideas behind the notion of the rate
window; we hope that this will help to clarify the statement of the results in the
following section. Fix a dimension function ¢» € W. For a € (0, c0), we denote by
Yo the function z — ¢(z)/a. Observe that ¢, € W, and R'*¥=(%) increases as a
increases. We then define the dimension rate window of ) by

Wy ={ts € (0,00)} CW

To recall a familiar example, consider the case when 7 is a constant function. This
corresponds to the usual Assouad spectrum.

Example 1.2. Suppose ¢(z) = 3 — 1, so that dim}, is precisely the usual Assouad
spectrum at 6. Then

1/1
In particular, suppose 6, is chosen so that
1 1/1
1. — —1=—(=—1).
(1.3) 0, a(@ )

A direct computation shows that 6, is an increasing function of a with lim,_,o 6, =
0,60, =6, and lim,_,~ 6, = 1. In other words, W, is simply the set of dimension
functions corresponding to the usual Assouad spectrum, for all § € (0, 1).
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As detailed in the fundamental result Theorem A, many of the properties that one
expects for the Assouad spectrum generalize to the setting of arbitrary dimension
rate windows.

Recall that a metric space F' is doubling if the number of r/2-balls needed to
cover any r-ball centred in F' is bounded above by a uniform integer Mp; the
smallest such My is called the doubling constant. We work with a non-empty,
bounded, doubling (abbreviated n.b.d.) metric space F'. These conditions imply
that F is totally bounded (so N, (B(z, R)) is always finite) and has finite Assouad
dimension. For some results we will specialize to the case when F'is a non-empty,
bounded subset of R”.

Theorem A. Let ¢ and 1) be dimension functions and let F' be any n.b.d. space.

Do O(R) o e e
(i) If}gﬁ@ = a € (0,00), then dim}, F' = dim{* F.
(ii) If dim% M = dim% M for all non-empty, compact, perfect sets M C R then
limp .o % = 1.
A St < )
(iii) If}%{% o(R) 0, then dim, F' < dim{ F

(iv) a — dim{* F is a continuous function of c.

The proof of this result is given in §2.1. Note that (i) essentially says that we may
have instead defined

_ e OR)
Facts (i) and (iv) were originally proven in [ , Section 1.3.1, (3)] and
[ , Section 1.3.1, (7)] respectively for the upper ¢p-Assouad dimensions.

Our proofs of (i) (given in Corollary 2.3) and (iv) (given in Proposition 2.4) follow
similarly, with the only additional complication being non-monotonicity of a —
dim%* F.

Statement (ii) is similar to [ , Theorem 3.8], though since we use the
¢-Assouad dimensions which precisely specify the relationship between the scales,
we obtain a converse for (i). The proof of (ii) is given in Proposition 2.2 and
Corollary 2.3 by a direct argument using a Moran construction.

Finally, (iii) is proved in Proposition 2.6, and does not seem to have been
observed before. Heuristically, (iii) states that dimension functions in distinct
windows yield notions of dimension which satisfy a strong ordering property.
Our Theorem A also gives new intuition for the observation that the upper box
dimension is a lower bound for the ¢-Assouad dimension (and in particular,
the Assouad spectrum), and why allowing scales r and R close together in (1.1)
increases the corresponding dimensional constant: repeating good bounds for
close scales yields good bounds for well-separated scales. The details are given in
Theorem 2.9.

Another application of Theorem A is that it gives a certain way to understand
the space of ¢-Assouad dimensions. Define an equivalence relation ~ on the
space of dimension functions by ¢ ~ ¢ if limp_,o ¢(R)/¢(R) = 1. By Corollary 2.3,
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the set D of equivalence classes precisely corresponds to the set of different no-
tions of 1-Assouad dimension. We can define a natural non-strict partial order
< on D by [¢] < [¢] if dim§ F < dim% F for all bounded FF ¢ R%. By Theo-
rem A (ii) (or more precisely Proposition 2.2) and (iv), [¢] < [¢/] if and only if
limsupp_,, ¥ (R)/¢#(R) < 1. The natural topology 7 on D is the initial topology of
the set of functions

{fr:deN,F C R’ bounded},

where fr: D — R, fp([¢]) = dimY F, and where we endow R with its usual
topology. We have the following explicit description of 7, which is proven at the
end of §2.1.

Corollary B. A basis of open sets for the topology T is

{Ny:: v eW,e€(0,1)},

where

Nye = {[(b] €eD:1—-¢e< h%l_i(l)lf% < lixgjgp 52((};)) < 1—1—5}.

One can define an equivalence relation ~,, on D by [¢] ~,, [¢] if

<t iy < i

The equivalence classes of ~,, are clearly elements of 7, and they partition D.
Moreover, there are uncountably many such equivalence classes, for example
the equivalence classes of each R — (—logR)™* for 0 < t < 1 (this example is
discussed in [ , Theorem 3.9]). In particular, (D, 7)) is neither connected
nor separable.

< Q.

1.3. Main results for general sets. Now that we have introduced our setting and
established some general notation, we begin by stating our main results. Our first
two results are general facts about the ¢-Assouad dimensions.

First, the upper ¢-Assouad dimensions can be obtained from the ¢-Assouad
dimensions, which is a generalization of the corresponding result for the Assouad
spectrum, [ , Theorem 2.1]. We recall in general that the ¢-Assouad di-
mension and the upper ¢-Assouad dimension need not be equal; see, for instance,

[ , §81.

Theorem C. Let F' be an n.b.d. space and let ¢ be a dimension function. Then

MﬁF = sup dim{* F.
a€e(0,1)

The proof of this result is given in §2.2 and uses Theorem A (iii) in a critical way.
Next, we show that the ¢-Assouad dimensions recover the interpolation.



8 BANAJI, RUTAR, & TROSCHEIT

Theorem D. For any n.b.d. space F and dimg F' < o < dimy F, there exists a dimen-
sion function ¢ such that

di_mﬁF = dimﬁ F=a.

The proof of this result is given in §2.3 and consists of the main technical work
of our results on general sets. In fact, as detailed in Theorem 2.9, for the specific
value oo = dimy F' we can choose the dimension function ¢ so that it is essentially
as small as reasonably possible. This implies that one may take the pairs of scales
to be arbitrarily close together in the definition of the Assouad dimension, as
long as the ratio tends to zero. Note that the ¢-Assouad dimensions were one
of the motivations for the introduction of the generalized intermediate dimen-
sions, and some of our results have parallels in that setting. In particular, [ ,
Theorem 6.1] says that the generalized intermediate dimensions can be used to
recover the interpolation between Hausdorff and box dimension for any compact
set, which is analogous to Theorem D.

In §2.4 we provide further results concerning the general construction of sets
which realize the ¢-Assouad dimensions. We defer the precise definition of a ho-
mogeneous Moran set to §2.1: heuristically, these sets have maximal homogeneity
in space (in other words, the set looks the same everywhere) but need not have
any homogeneity between scales. A canonical example is a Cantor set in R formed
by contracting with ratio o € (0, 1/2] at some steps, and with ratio g € (0,1/2] at
the other steps. Homogeneous Moran sets were used in [ , Theorem 3.9]
to give the first example of a set M with dimqa M < dima M for which for all
s € [dimga M, dimy M] there exists ¢, with dim%* M = s. In Proposition 2.1 we
give a short proof of a formula for the ¢-Assouad dimensions of homogeneous
Moran sets, which may be of interest in its own right.

In [ ], homogeneous Moran sets are used to characterize the attainable
forms of Assouad spectra.® The techniques are based on constructions developed
for characterizing the intermediate dimensions, which appeared in [ l. A
corollary of the results therein is that for any bounded set F', there is a homoge-
neous Moran set M such that for all § € (0,1), dim% F = dim% M. It is natural
to ask to what extent the behaviour of the ¢-Assouad dimensions for different
functions ¢ can be witnessed by homogeneous Moran sets. In particular, we ask
the following question which we are unable to answer in full generality.

Question 1.3. Given d € Nand F C R, does there necessarily exist a homogeneous
Moran set M C R? such that dim% F' = dim% M for all dimension functions ¢?

We make good progress towards an affirmative answer by proving the following
result in §2.4, which says that homogeneous Moran sets are indeed typical for
families of dimension functions which satisfy mild conditions. These conditions
hold for many large families; for example, the ordering condition on each .4; holds
for the family used in the proof of | , Theorem 3.9]. A particular example
of a family for which it holds is {¢:(R) = (log(1/R))"}o<t<1-

®A possible direction for future research would be to try to characterize the attainable forms of
¢-Assouad dimensions within a given window, but we will not pursue this.
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Theorem E. Fix d € Nand F C R*, and let A be a family of dimension functions.
Suppose A = J;2, A; where for each i there exists T; C R such that A; = {¢;; : t € T;}
and whenever t,t € T; satisfy t > t' the following limit exists and lies in [0, 1]:

. ¢ii(R)

€ [0,1].

Then there exists a homogeneous Moran set M C R such that dim%, M < dim, F for all
dimension functions v, and moreover

dim% F = dim{ M  and  dim,F = dimy M
forall p € Aand ) € W,

Remark 1.4. Taking some ¢ € A to be constant, we can guarantee that dimp F' =
dimg M, dimgs F = dimgs M, and dim% F' = dim% M forall § € (0,1). In particular,
Theorem E gives a direct proof of the fact from [ ] that all possible behaviours
of Assouad spectra can be realized by homogeneous Moran sets.

1.4. Main results for specific sets. We now turn our attention to some specific
families of sets. As discussed earlier, our primary motivation for studying the
¢-Assouad dimensions is that many natural families of sets exhibit the dichotomy
that the Assouad dimension is as large as possible, whereas the Assouad spectrum
is constantly equal to the box dimension.

1.4.1. Branching processes. Our first consideration, and the situation in which we
have the most precise and general results, is on branching processes and associated
random sets. We refer the reader to §3.1 for more precise definitions and only
give an overview in this section. Let X be a non-negative integer valued random
variable; assume that X has finite support. Then the Galton—-Watson process Z;
with offspring variable X is defined by the recursion

Zy,
ZO =1 and Zk+1 = ZXk,l
=1

where X}, ; are independent random variables with the same distribution as X.
In other words, at step £ + 1, every child which appeared at step £ yields a
random number of offspring controlled by the random variable X. Assuming
that E(X) > 1, iterating this process yields an infinite tree associated with the
Galton-Watson process, and this tree has a Gromov boundary 07 that is non-empty
with positive probability. Fixing the natural metric from the longest common
substring makes the Gromov boundary a doubling metric space.

Note that, almost surely conditioned on non-extinction, the tree 97 will have a
subtree with full branching over k steps for any k € N with a surviving branch in
every such leaf. In particular, this implies that the Assouad dimension will be as
large as possible. Basic scaling arguments further show that the box-counting and
Hausdorff dimension coincide and equal the “average” exponential growth rate,
seee.g. [ ].
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The question of determining the ¢-Assouad dimension then (morally) reduces
to the following question: at which length scales do we begin to see larger than
expected subtrees? Key to this problem is the large deviations of the underlying
branching process. In particular, we use the following large deviations theorem,
which is more refined than the Chernoff type bound in [ , Lemma 3.1]. Here
and elsewhere, we write A < B to mean A < CB for some implicit constant C,
and if A < Band B < A we write A ~ B.

Proposition 1.5. Let Z, be a Galton—Watson process with offspring random variable X
which is not almost surely constant. Assume that its probability generating function f is
a polynomial of degree 2 < N < oo and m = E(X) > 1. Define -y such that m” = N.
Then forall 1 <t <y, all e > 0 sufficiently small, and all k € N,

exp (_m(tflJrs)ﬁk) <P (Zk > mtk) < exp (_m(tflfs)%k) 7

with the implicit constants depending only on t and e.

Large deviation results of this type have been known since the seminal work of Big-
gins & Bingham [ ] and we discuss its history and variants in §3.2. However,
in order to obtain our desired results on the ¢-Assouad dimension of random trees,
we need something somewhat different than a large deviations estimate: we must
guarantee almost sure occurrence of infinitely many subtrees which are smaller
(or larger) than expected. The key ingredient here is the following Borel-Cantelli
lemma for trees.

Lemma 1.6. Let Ej, be any measurable event for a Galton—Watson tree and write Py, =
P(Ey). Let E be the event that there are infinitely many k € N such that a Galton—Watson
tree contains a subtree T (v) € Ej, at level k.

(i) P(E) =0 if 3,y Pam™ < o0,

(ii) IED(E) = 1, conditioned on non-extinction, if there exists a summable sequence K,

of non-negative numbers such that ) _ K, P,m" = oo.

By combining Proposition 1.5 and Lemma 1.6, we obtain the following sharp result
for the ¢-Assouad dimensions.

Theorem F. Let Z, be a Galton—Watson process with finitely supported offspring dis-
tribution with mean m and maximal offspring number N. Let OT denote the Gromov
boundary of the associated Galton—Watson tree. Write

(15) () = <L 28D

The following results hold almost surely conditioned on non-extinction.
For any dimension function ¢, if limp_,o % = a € [0,log N, then

1
dim$ 0T = « (1 — 1222) + logm.

Otherwise, if limpg_,q % > log N, then

dim% 97 = log N.
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(A) Unconditioned. (B) Conditioned.

FIGURE 1. Typical Mandelbrot percolation of the unit square with
parameters n = 2, d = 2, p = 0.65. (B) is conditioned on every subcube
surviving the first 6 iteration steps.

We recall that the almost sure box and Assouad dimensions are given by log m
and log IV, respectively. In the terminology introduced in §1.2, the dimension rate
window defined by the function ¢ in (1.5) fully recovers the interpolation between
the box and Assouad dimensions.

In particular, we can apply Theorem F to Mandelbrot percolation of the d-
dimensional unit cube. This is the limit set M obtained by subdividing the unit
cube in R? into n¢ subcubes of side-length n ! and retaining each subcube indepen-
dently with probability p, and then continuing the subdivision and retention ad
infinitum. Some instances of Mandelbrot percolation are depicted in Figure 1. This

is a well studied class of random fractals with a long history, see [ ; ]
and [ , Section 15.2]. More recently, the Assouad dimension has been studied
in [ ] building on [ ], and the Assouad spectrum has been studied in
[ ; . Almost surely, dimy M = dimg M = dim% M = d+ logp/logn

while dimpy M = d.
Fix the function v defined in (1.5).

Corollary G. Let M be a Mandelbrot percolation set with retention probability p € (0, 1],
division parameter n > 2 and ambient space dimension d such that pn® > 1. The following
results hold almost surely conditioned on non-extinction. For any dimension function ¢,
iflimg_o % = a € [0,lognd],

log(1/p)  logpn

dlog®n logn

dim{ M = a

Otherwise, if lim inf z_,q YR > lognd, then

¥
#(R) —

dim$ M = d.

This gives a complete answer to [ , Questions 17.6.1 & 17.6.2] and closes the
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gap in [ , Theorem 2.3].

Interestingly, the large deviation formula in Proposition 1.5 and the dimension
results in Theorem F only depend on the maximal number of offspring and the
mean offspring number, rather than the entire offspring distribution. For example,
fix parameters in Mandelbrot percolation so that pn? > 1. If we now allow different
hypercubes to have different retention probabilities, as long as we do this in a way
that keeps all of the probabilities strictly positive and leaves their sum unchanged
at pn?, the dimension formulas will almost surely stay the same. This is the case
even if the product of the probabilities (i.e. the probability of retaining all n?
hypercubes at a given level) changes.

1.4.2. Self-similar sets. Fix a finite index set Z and for each i € 7 a contracting simi-
larity S;: R — R, i.e. S;(z) =z + d; where 0 < |r;| < 1. Then the corresponding
self-similar set is the unique non-empty compact set K satisfying

K = JSi(K).
ieT
In [ , Theorem 1.3], it is proven that if K does not satisfy the weak separation

condition of Lau & Ngai [ ], then dimy K = 1. The precise definition of
the weak separation condition can be found in §4.1; we just note here that if
dimyg K < 1, then the weak separation condition is equivalent to Ahlfors-David
regularity which implies that dimy X' = dima K [ ]. In particular we are
interested in the case that the weak separation condition fails. The dimension
theory of deterministic self-similar sets beyond the weak separation condition has
been a core area of study in fractal geometry; for a (highly incomplete) list of some
notable results, see [ ; ; ; ; ; ].

For notational simplicity in the introduction, suppose the IFS is equicontractive,
so thatr; =r € (0,1) for all i € Z (the general case is treated in §4.1). Then set

ansup#{g(’ll,,ln) E:Zn792511 ©-:-+0 Zn?g(K)mB(I,Tn) #Q}

zeK

The weak separation condition is equivalent to requiring that sup, oy M, < .
By using the cylinders giving M,, we can prove a natural upper bound for the
¢-Assouad dimensions general self-similar sets. We also exhibit a family of sets
for which we can demonstrate a reasonable lower bound. This is described in the
following result:

Theorem H. Let K be an equicontractive self-similar set and suppose ¢ is any dimension
function such that

) log Mn B
(1.6) )

Then dim$ K = dimy K.
On the other hand, for all m € N with m > 3, there is an explicit self-similar set
K C R with three maps, each with contraction ratio 1/m, and a constant C,,, > 0, such
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that if ¢ is any dimension function satisfying

logn yon

lim inf " o(m—)

then dim} K = dimy K = 1.

The proof can be obtained by combining Proposition 4.1 and Theorem 4.7. The
main difficulty with proving good lower bounds is that the presence of a large
number of cylinders (as governed by M,) is insufficient to guarantee large covering
number locally. In some sense, we require the stronger property that the cylinders
corresponding to a maximal ball B(z,r) for M, are “uniformly distributed” so
that each cylinder individually makes a maximal contribution.

Unfortunately, we are unable to give an explicit example of a set for which
the upper bound and lower bounds give the same dimension window. We also

wonder if the natural upper bound defined by the M, is sharp.

Question 1.7. Suppose K is an equicontractive self-similar set in R with dimy K < 1
which does not satisfy the weak separation condition. Does there necessarily exist a single
dimension function 1) such that

lim dim}* K = dimyg K and lim dim}{* K = dimy K?

a—0 a—00
If so, is the asymptotic threshold given by log M, /n (as in (1.6))?

Of course, this holds automatically if K satisfies the weak separation condition
(which implies that dimy K = dimy K) or if dimy K is equal to the ambient dimen-
sion.

The set for which we construct a non-trivial lower bound for Theorem H

satisfies the exponential separation condition introduced in [ ]. In particular,
combined with work in [ 17, M,, must grow subexponentially, i.e.
lo Mn
lim —2=" — 0,
n—oo mn

However, in order to prove that the lower bound in Theorem H is sharp, we must
in fact prove the stronger upper bound (for that specific example) that M,, grows
at most polynomially in n, i.e. M,, < Cn' for some ¢t > 0 and some C' > 0.

1.4.3. Decreasing sequences with decreasing gaps. Finally, in §4.4 we prove a sharp re-
sult describing the ¢-Assouad dimension of decreasing sequences with decreasing
gaps. We refer the reader to that section for the precise formulation and statement
of the result.

"This argument is given explicitly in [ , Theorem 1.3] and is implicit in the proof of [ ,
Theorem 4.1].
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2. GENERAL PROPERTIES OF ¢-ASSOUAD DIMENSIONS

In this section, we prove properties of the ¢-Assouad dimensions which hold for
general sets. We recall the definitions introduced in the introduction: in particular,
see §1.1 and §1.2.

2.1. Moran sets, window bounds and topology. In this section, we establish the
bounds within windows as stated in Theorem A. In order to do so, we first need
to recall the notion of a homogeneous Moran set in R?; we also study these sets
in§2.4. LetZ = {0,1}%, set 7* = | J.~, 7", and denote the unique word of length 0
by @. Suppose the ratios r = (r,,)>°, satisfy 0 < r,, < 1/2 for each n € N. Then for

n € Nand i€ Z, welet S: R? — R? denote the similarity
Si(x) =rpx + b}
where the jth entry of b} € R? is

g = {0 =0,
‘ 1—r, ifil) =1,

We extend this definition to finite words o = (4y,...,4,) € " by S, = S} 0---0S5} .
Finally, set

M,=|]J S(0,1]) and M=M(r)= ﬁ M,.

oeln

We refer to the set M as a homogeneous Moran set (with contraction ratios 7). When
dealing with homogeneous Moran sets, it is convenient to work with the max
norm. Then M,, consists of 24" hypercubes each with diameter p,, :=r; ---7,. We
will denote such a hypercube by Q,,, i.e. @, = S,([0, 1]%) for some o € Z". We now
give a formula for the ¢-Assouad dimensions of homogeneous Moran sets.

Proposition 2.1. Fix a homogeneous Moran set M and dimension function ¢. Then

(m, —n)dlog2

dimfiM:hm_)sup Zo(o) 1og

- —n)dlog?2
dimiM = limsup sup (m = n)dlog ,
oo mem,  108(Pn/pm)

where for all n € N,

My = max{m > n: p, > pLtee1

Proof. We give a short proof for dimf M; the proof for the upper ¢-Assouad
dimension is similar. Note that for any level-n hypercube (),

Np}fﬂf’") (Q) _ 2d(mn—n+1)’
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which upon taking logarithms and a limit supremum, and using the definition of
the ¢-Assouad dimension, proves the lower bound. For the upper bound, if B is
any hypercube of side-length R, let n be such that p, > R > p,,41. Then

N 1voom (BN M) < 29N

Pmp+1

(Q) < gd(mn—n+2)

1+¢ pn)

Using the fact that R > p,,1; and pn < Pm,, the upper bound follows. O

The next result will be used for the proof of Theorem A (ii).

Proposition 2.2. Fix d € Nand ¢ € (0,1). If ¢, are any dimension functions such

that lim inf z_, B) 1 _ ¢ then there exists a homogeneous Moran set M C R? such
W(R) 3!

that dim{ M = d and dim, M < d — de.

Proof. By assumption, there is a sequence of scales R,, converging to 0 such
that

¢(£n)
(Ry)

Without loss of generality we may assume

<1l-—e¢.

Ry < min{R.TV(E) /4 R™M

for all n. The idea is to construct a Moran set whose covering number increases as

fast as possible between scales R,, and R,lfd’(R”), but decreases as fast as possible

at all other scales. Indeed, let r; = p; = R;, and let k; = 1. Assume that we
have defined 71,79, ..., 1k, for some n, and that p,, = R,. Let k.1 be the smallest
integer such that

Dk, 2_(kn+1—kn_1) < R}L"“P(Rn)

Let ry,41 = -+ = ry,,,-1 = 1/2, and let ry,,, be such that p;,,, = R,;:. Note

that 7, , < 1/2since R, < Ry En) /4. Let M be the homogeneous Moran set
obtained by this inductive process.
Since r; = 1/2 for all j corresponding to scales between R,, and Ry™,

NR711+¢(R”>(M N[0, R,]%) ~ R4

with implicit constants independent of n, so dim{ M = d. On the other hand, since

Prnir = Rnp1 < Ry by assumption, for any = € M,

N oo (M 0V B(z, RyF™)) ~ 1.

Therefore since 1 is monotonic and R,,; < R},

. . log Ngitwry (M N B(z, R))
dim¥ F = lim sup su R ’
A R—>Opx€ﬂ£i —(R)log R
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log N i+ (M N [0, R,,)%)

=P T R e B,
—d¢(R,)log R,
< =R S
<d-—de
as claimed. O
Essentially by combing this result with [ , Proposition 2.11], we obtain the

following corollary. We provide the details here for completeness since our notion
of ¢-Assouad dimension is slightly different than the notion in their paper.

Corollary 2.3. Let € > 0 and suppose ¢ and + are any functions from (0,1) — R™ with
¢(R) ¢(R)

1l —e<liminf —= <limsup —= < 1+ «.
R—0 w(R> Rﬁopw<R)

Then for any n.b.d. space F with doubling constant M,
|dim% F — dim% F| < (1 + 2log, M + €).

In particular, suppose ¢ and i) are dimension functions. Then the following are equivalent:
(i) limp_o ¢(R)/V(R) = 1.
(ii) For all bounded F C R, dimY F = dim% F.
(iii) For all n.b.d. spaces F, dim% F = dim% F.

Proof. Lete > 0be arbitrary and let R’ be sufficiently small so that |¢(R) /¥ (R)—
1] < eforall R € (0, R']. Now let C' > 0 be such that forall R € (0, R') and = € F,

R dim?® F+e
NRI+¢(R)(F N B(JT,R)) S C<R1+¢(R)> i
Now for all R € (0, R'),

RIFHE) _ RI+6(R) gu(R)~6(R) > RI+o(R) (R _ RL+é(R)gb(R)clog, B

Y

so each ball of radius R'**(%) can be covered by at most M - R~ !°e2 M¥(R)¢ ballg of
radius R'**(®). Thus

Npisww (FNB(z,R)) < M - Rl M¥(B)e N o (F N B(z, R))

R dim% F+e
. . p—logy M-4p(R)-e
<M-C.R = (75m)
R (1+e)(dimi F+e)telogy M
<M-C () .

Therefore

dim% F < (14 ¢)(dim% F 4 ¢) 4 e log, M.
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and since dimﬁ F <dimp F <log, M,
dim% F — dim% F < e(1 + 2log, M + ¢).

The reverse inequality follows by the same argument, as required.
This also proves that (i) implies (iii). To see the remaining equivalences, the
implication (iii) implies (ii) is immediate and that (ii) implies (i) follows from

Proposition 2.2. U
Next, we observe the following analogue, for arbitrary dimension functions con-
verging to 0, of the usual bounds for the Assouad spectrum given in [ ,
Proposition 3.4]. This result is a mild specialization and refinement of [ ,

Proposition 2.15], and follows by a similar strategy.

Proposition 2.4. Let ¢ be a dimension function and suppose limpg_,o ¢(R) = 0. Let F" be
a n.b.d. space and let p(v) = dim%" F. Then forall 0 < o < 8 < o0,

(2.1) 0< é@(a) - %s@(ﬁ) < Ba_ﬂas@ (ﬁa_ﬁa) :

In particular, ¢ is a continuous function of .

Proof. Let0 < av < f < oo and € > 0 be arbitrary. Let R € (0,1) and = € F.
Since

B(z, RF7om) C B(x, Ravom),
it follows that for all R sufficiently small

sup N (F 1 B(w, Ro)) > sup Np(F N B(z, R7m))

zeF zeF

B

RAT6R) \ ¢(B)—¢

>

2 (77

B ( Rawotm > SEo (p(B)—e)

= 0 ,

Since limp_,o ¢(R) = 0 and € > 0 was arbitrary, the first inequality in (2.1) follows.
We obtain the second inequality by covering balls of radius R+ with balls

. _B .
of radius R?+¢® , to give

sup Np(F N B(z, Ro7®)) < sup N _ s (F N B(z, Ro¥om))
z€F x€F RBT(R)

B
-sup Ng(F N Bz, RF)).

zeF

Next, observe that

Rato® R
 RUn(R)’

B
RB+e(R)
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_ _ B a
where 1(R) = From ~ atem and

lim @ = lim (a+o(R))(B+ ¢(R)) af

rR>0m(R)  R-0 B—a f—a

In particular, by Corollary 2.3, dim} F = ¢(4%). Fix ¢ > 0. Then for all R
sufficiently small,

Ra+¢(R) )4,0(&)—&—6 <R6+§(R) )So(ﬁ)'l'g

sup Ng(F' N B(a:,RaJrgW))) < ( 7

zeF

< ( e ) =0 (*n(R)(w(%)%F%(¢(6)+5))
~\U"Rr

Rarsa \ Fram (P35 s (o)
“\ TR

and taking the limit as R goes to zero yields the desired bound.
It is immediate that ¢ is a continuous function since () < dimp F' < oco. O

Remark 2.5. The assumption that limg_,o ¢(R) = 0 in Proposition 2.4 is precisely
saying that the dimension function ¢ is not equivalent to the Assouad spectrum at
some 6 € (0,1) by Theorem A (i) (recalling Theorem 1.2). The same proof works
if instead limz_,o ¢(R) = 0 (though the resulting formula is slightly different), so
Theorem A (iv) does indeed hold. These details are proved in the same way as the
usual bounds for the Assouad spectrum given in [ , Proposition 3.4].

Our next result in particular implies the general bounds between disjoint windows
given in Theorem A (iii).

Proposition 2.6. Let F' be a n.b.d. space and let 1) be a dimension function. Then for all
e > 0 there exists n > 0 (depending on dimy F', ¢ and €) such that if ¢ is any dimension
O(R)

function with limsupp_,, wm <1 then

dim, F < dim$ F +«.

Proof. The idea is to cover the intersection of /' with a ball with smaller balls
corresponding to the scale given by ¢, and then similarly cover the intersection of
F with each of those balls, continuing until we reach approximately the desired
scale. When ¢(R) /v (R) is small, the error resulting from not hitting the exact scale
will be negligible.

Fix € > 0. Since 7 is bounded, using L'Hopital’s rule there exists > 0 such
that

- me

(R)(s +¢)

forall R € (0,1) and s := dim% F € [0, dim, F]. By assumption, there exists R > 0
such that forall0 < R < R,

n <
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1. ¢(R)/¥(R) <n, and
2. if B is any ball of radius R intersecting F then Npi+om (F N B) < R™(+2),
Now fix 0 < R < Rand r < R Define the strictly decreasing sequence

(Rp)nen by Ry = Rand R,, = R}:fmn’l) for n € N. Let n(R) be the smallest natural
number such that R,z < r. Applying 2 inductively gives

N,(FN B(z,R)) < Np_.. (F N B(z,R))

n(R s+
1 )
Ry

) e

1

) i)
T Rn(R)

st+e
< (E) = H(R)(s+e)

T\

R s+2¢
S (_) 9
T

where the last line follows by the choice of 7. O

n(R) (
R;_
7 (%
s+e

<
<

We obtain the following result as a direct application.

Corollary 2.7. Let ¢ be any dimension function and F a n.b.d. space. Then dimpg F <
dimﬁ F.
Note that there exists F for which dimg F' < dim§ F for all dimension functions

¢; see Remark 2.10. Next, we provide the proof of the characterization of the
topology on the space of dimension functions. Recall that fz([¢)]) = dim%, F.

Proof (of Corollary B). Let B C R be open and F' C R” be bounded. Suppose v
is such that dim;ﬁ F € B. Then by Theorem A (iv), for all € > 0 sufficiently small,
dim{ "9 F dim{ " F € B. Therefore N,,. C f;'(B). Thus f;'(B) is open with
respect to the topology generated by the Ny, ..

Now fix a dimension function ¢) and ¢ € (0, 1). Suppose ¢ is such that

=<t i < e i

By Theorem A (ii), there exist bounded M, M>; C R and ¢’ > 0 such that

<l+e.

dim\| ™Y My = dim% My = d
and
max{dim? M, dim{ " My} < d — &'
Then

¢ € fin(=1.d) N fip((d =€ d+€)) € Ny,
Therefore N, . € T. O



20 BANAJI, RUTAR, & TROSCHEIT

To conclude this section, we establish a general result on the existence of maximal
dimension functions. This result implies that the family of dimension functions is
quite rich, and will also be useful in the proof of Theorem 2.9.

Proposition 2.8. Let ¢: (0,1) — (0, 1) be a continuous function such that

lim ¢(R)log(1/R) = occ.
R—0
Then the set of dimension functions

{eW: v <o}

has a unique maximal element with respect to pointwise comparison.

Proof. First, let

infocr<r ¢(r) log(1/7)
log(1/R) '
By definition, ¢y (R) < ¢(R) and ¢o(R) log(1/R) increases to infinity as R decreases

to zero, and moreover 7 is the unique maximal function with these properties.
Next, define

%(R) =

Y(R) = rel(an,n Yo(R).
Of course, ¢(R) < ¢y(R) and ¢ is monotonically decreasing, and since ¢ is con-
tinuous, ¢(R) > 0 for all R € (0, 1). Moreover, v is the unique maximal function
Y < 1py with these properties.

It remains to prove that ¢)(R) log(1/R) increases to infinity as R decreases to
zero. First, for any 0 < R < 1, either ¢)(R) = 1o(R) (and we set r,(R) = R = 1,(R))
or there are r,(R) < R < r,(R) such that ¢(r,(R)) = o(r.(R)) = ¥(ry(R)) =
Yo(rp(R)) so 1 is constant on [r,(R), 7,(R)]. Suppose 0 < Ry < Ry < 1, and we
may assume that r,(Ry) < r,(R;). Then using the properties of vy,

(Ro)log(1/Ro) = 1o(rs(Ro))log(1/Ro) = o(re(Ro)) log(1/ry(Ro))
> tho(ra(R1)) log(1/ra(R1))
> p(ra(R1))log(1/Ry)
= Y(R)log(1/Ry),

as required. O

2.2. Recovering the upper ¢-Assouad dimension. Next, we obtain a generaliza-
tion of [ , Theorem 2.1], in the case where F’ is a bounded set. This result is
stated in Theorem C and gives a formula for the upper ¢-Assouad dimension in
terms of the 1-Assouad dimensions of functions in the same rate window as ¢.

Proof (of Theorem C). The result is trivial if s = dimsF = 0. Otherwise, if
limg 0 ¢(R) > 0, then dim‘f; F'is the Assouad spectrum of I at § where % —1=
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limg_,o ¢(R) by Corollary 2.3. In particular, the result follows by [ , Theo-
rem 2.1]. Thus we may assume limg_,o ¢(R) = 0. Moreover, since ¢, > ¢ for all

a € (0,1), it always holds that (h_miF > dim%" F for all o € (0,1). It suffices to
show the converse inequality.
Let (¢,)52; C (0, s) converge monotonically to 0. By definition, we can find
a sequence (x,,7,, R,)>>, such that z,, € F, 0 < r, < RyFedEn) R, < 1,
lim,, oo /R, = 0, and
Rn S—en
2.2) (-) < N, (F N B(zn, Ry)).

T'n

For each n, let o, be such that Ry, *") = ;. and observe that a,, € (0,1]. If
dimg F > s then dimy F = dim%* F for all a € (0,1) by Corollary 2.7 and we are
done, so we may assume that R,, — 0 monotonically as n — oco. Let b, = ¢(R,,)/ .
Passing to a subsequence if necessary, we may assume that either (b,,)7° , diverges
to infinity, or (v,)52; and (b,,)5> , respectively converge monotonically to o € [0, 1]
and by € [0, c0).

If (b,)52, diverges to infinity, let ¢ denote the constant function 1, and if
bo € (0,00), let 1) denote the constant function b,/2. In either case, (2.2) and
Proposition 2.6 imply that s < di_mKF < dimi F, so we are done by Proposition 2.4.

Otherwise, b,, decreases to 0. If ay = 0, since b, > ¢(R,,), we may choose
1 to be a monotonically decreasing function such that ¢(R,) = b, and ¢(R) >
®(R)/av, for all R € [R, .1, R,]. It is clear that ¢ is a dimension function since
the «,, are monotonically decreasing. Moreover, since ¢(R,) = ¢(R,)/a,, by

(2.2), s < dim% F < dim, F. Finally, since ay = 0, limz_,0 ¢(R)/¥(R) = 0, so that
s < di—miF < dimﬁ F by Proposition 2.6.

In the final case, ap > 0, and since b,, decreases to 0, we may choose 7 to be
a function such that ¢(R) < R, ¢¥(R,) = by, limg_0 ¢(R)/Y(R) = ap. Again, (2.2)
implies that s < dim), F, and it follows by Corollary 2.3 that dim}, F' = dimi‘)‘0 F.
Thus dim§™ F = s. 0

2.3. Recovering the interpolation. In this section, we prove that the ¢-Assouad
dimensions recover the interpolation. We first show that the Assouad dimension is
attained as the ¢-Assouad dimension for some dimension function ¢. Moreover, ¢
can be chosen to be arbitrarily small, implying that in the definition of the Assouad
dimension it suffices to consider scales r and R which are very close together.

Theorem 2.9. Let g: (0,1) — (0, 1) be a continuous function such that

lim g(R)/R =0,

and let I be any n.b.d. space. Then there is a dimension function ¢ with R*¥ > ¢(R)
forall R € (0, 1) such that

‘ —_— . . log sup,e  Ngiwm (F N B(z, R))
dima F = dim, F' = dim, F = limsu .
A A A oot “(R)log R
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Proof. Write ¢(R) = % — 1 and note that ¢(R) log(1/R) increases to infinity
as It decreases to zero by the assumption on g. Thus applying Proposition 2.8,
there is a unique maximal dimension function ¢y(R) < ¢(R). The same proof as
Proposition 2.6 gives that for any function ~: (0,1) — (0, 1) satisfying h(R) < R

and h(R)/R — 0as R — 0,

dimy F = inf{s (3C > 0) (YO < h(R)<r < R<1)

sup N,(FNB(z,R)) < C<R>S}§

zelF r

in particular, this holds for h(R) = R'** () Since F is doubling, get a sequence
(Rp, T, )52, such that z,, € F, R, and r,,/R,, decrease monotonically to 0, r,, >
h(R,), and

loe N, (FNB
dimy F = lim 0g Nr, (F111 (mn,Rn))‘
A e R )

For each n € N, let 6, be such that r, = R, Note that 0,, < ¥o(R,) by the
assumption on r,,. Since r,,/ R,, decreases monotonically to 0, 6,, log(1/R,,) diverges
monotonically to infinity. Since 1y(R) decreases as R — 0, passing to a subse-
quence, ¢,, converges to some 6 € [0, 00). If § > 0, the function v defined to take
the constant value 6,, on each interval (R, 11, R,] has dimﬁ1 F = dimy F. Of course,
Y1 need not be a dimension function, but if 1) denotes the constant function 6, by
Corollary 2.3, dim} F = dim}' F = dims F. Since § < limp_,o #(R), necessarily
Y < 1)y, so 1 satisfies the required properties.

Otherwise, again passing to a subsequence, we may assume that ¢,, decreases
strictly to 0. It suffices to choose a dimension function ) such that ¢(R) < ¢(R)
and R,lfw(R") = r,. Indeed, assuming we have found such a function 1), recalling
the formula in (1.2),

dimp F' > dim, F

> dimK F
~ Jimsup log sup,ep Npirwm (F N B(z, R))
R—0 —(R)log R
> limsup log NR’}IJMZ;(R»,}) (F N B(xy, Rn))
T oo —(R,)log R,
— lim log N, (F N B(zy, R,))
n—o00 log(R,,/r)
= dimp F'

so that all the inequalities are equalities, as claimed.

We now inductively define such a function ¢» on (0,1) as follows. Define ¢
on the interval [R;, 1) to be the constant function ¢, and note that ¢ satisfies the
conditions of being a dimension function on [R;, 1). Suppose ¢ is defined on the
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interval [R,, 1) for some n € N. Let R, ; < R, be such that

log R,
0,———— =190,
log R}, 1

and define 1) to be the function 6,, 1@% on [R; ., R,] and the constant function on
[Rn11, R), . 1]. Note that R, is chosen precisely so that ) is continuous at R, ;.
Since 0, log(1/R,) is increasing in n, R,41 < R, ;. A direct check gives that v
satisfies the conditions of being a dimension function on [R,;1, R,].

Finally, by construction, v is the smallest possible choice of dimension function

satisfying ¢(R,) = 0, and since 6,, < ¢y(R,,), it follows that 1) < ). O

We can now complete the proof of the remaining cases in Theorem D.

Proof (of Theorem D). 1f dimg F < a < dimiO F for some ¢, € (0,1), then the
constant function 1/0 — 1 where 6 = inf{# € (0,1) : dim% F = o} satisfies
the desired properties. We may thus assume that o > EZF forall 8 € (0,1).
Moreover, the case a = dimy F'is covered in Theorem 2.9, so we may assume that
a < dimp F.

The idea in the construction is for ¢ to remain constant for a long time until the
dimension looks small, before decreasing at the fastest possible rate (while still
satisfying the constraints of being a dimension function) until a carefully chosen
scale. This process is then repeated inductively. First, let 2 = {(R,7) : 0 < r <
R <1} andletw: Q — R, be given by

sup,cp log N, (F N B(z, R))

w(B,r) = log(R/7)

For (r, R) € Q, define

GQ:mSR,ygxl/ewherer:Rl/e}
GQ:mSR,x/yZR/r}.

R(R,7) = {(z,y)
A(R,7) = {(z,y)
Of course, R(R,r) C A(R,r). We use the function w and the regions R and A
to define the decreasing sequences (R,,)nen, (R, )nen and the increasing sequence
(0)nen inductively as follows.

Set R1 = 1 and ¢, = 1/2, and assume we have defined R;,...,R,, R},..., R,
and 6,,...,0, for some n € N. Since o > di_rni” F, we can define the positive
number

1
R, = —sup{R< R, : sup w(z,y) < a}.
2 (2.4)ER(R.R/n)
Let
a1
B.R) = |J Rlpp-(R)»")

R<p<Rj,

= R(R.R-(R,)% ") U (AR, (R)"") " {(x,y) : 2 > R}).
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1 B, (Rny1) y = ml/en+1 P
- /1 B,(R) for some R < Ron y

0 Ry

Rn+1 R;

FIGURE 2. Depiction of the choice of R,,;; in the proof of Theorem D.

Since a < dimy F, w(z,y) > a for some (z,y) € A(R,,, (R,)"%)\ R(R,, (R,)"/%).
Note that (z,y) € R(z,z - (R, )*_1) C B, (R) for all R < z. Therefore the number
R, ;1 defined in the following way must be at least x, so in particular is positive:

Ryt = inf{R <R : sup w(ry < a}.
(z,y)EBn(R)

The choice of R,,;; is depicted in Figure 2. Define 6,,,; so that Riéff“ =Ryt

(R]) ! or equivalently

. 1 log R, \
or= (1 (5 ) mems)
If R, = R, ., for somen € N, we can remove both R, and R, _ ; from the sequences,
so we may assume that R, > R} > Ry, > R, > ---, and that (6,,),en is a strictly
increasing sequence converging to 1. We can now define ¢ by ¢(z) = 1/6,, — 1 for
x € [R),, R,], and ¢(z)log x constant on [R,, 11, R} ], for all n € N. By construction,
¢ is a dimension function.

It remains to prove dimension estimates. We begin with the upper bound. For
n € N, if R € (R,11, R.,) then by the definition of R,,,,,if v € F, r < R"*¢® then
N, (B(z,R)NF) < (R/r)*. Now suppose R € [R), R,] for some n > 1, and let

r € Fandr < R Then
2R\
N (B(z, R) N F) < N,(B@,2R) N F) < (=),

r

where the last inequality follows from the definition of R;,. It follows that ﬁﬁF <
Q.
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We now prove that dim}, F' > a. For each n > 1, fix a positive number 4, small
enough that 6,, < (6,41 — 6,,)/n and

1 1 1
1—— ) (1-=).
(g ()
By the definition of R, there exist R < R,, r < Ro+5: and = € F such that
N.(FN B(z,R)) > (R/r)*. Then R > R, ;; and r > R'**(®)_ Now,

Npivom (B(z, )N F) > N, (B(z, R) N F)

)
> R( 9n+an)

> Rl 1/6n)(1-1/n)a

V

It follows that dim% F > q, as required. O

Remark 2.10. Since dimension functions ¢(R) must @ease as R decreases to 0,
there exists a dimension function such that dim{ F = dimg F if and only if there is
anumber # € (0,1) so that dim} F' = dimg F.

2.4. Typicality of Moran sets. Throughout this section, we use the max norm on
Rd

We give some motivation for the construction which we will use to prove the
main result in this section. Suppose we are given an infinite set F' C R? with
diameter 1 (with respect to the max norm). For n € N, inductively define p,, by

pn = inf{r € (0,1] : N,(F) < 2ntDd}

Since F' is infinite, p, > 0. Moreover, since a hypercube of side-length r can be
covered by 2¢ hypercubes of side-length r/2, each p,, < p,,_1/2, and therefore the
ratios 7, = pm/pm-1 (using po = 1) define a Moran set M. We can then verify
directly that M satisfies

27N, (F) < N(M) < 27N, (F).

In this situation, it follows immediately that dimg F' = dimg M and dimg F' =
dimp M. In fact, since the Moran set has ‘average’ branching everywhere, for all
0 < r < R < 1, it moreover holds that

N,(M N B(z, R)) < 2%sup N,.(F N B(z, R)).
zeF
In the actual proof, we will repeat this construction relative to a sequence of
hypercubes (),, chosen to capture the worst-case scaling behaviour for a sequence
of dimension functions.
In Lemma 2.12, we will formalize this construction. We first require the fol-
lowing standard property of homogeneous Moran sets, which states that the
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covering numbers are approximately multiplicative and approximately constant
at each scale. For general sets, it only holds that maximal covering numbers are
approximately sub-multiplicative.

Lemma 2.11. Let d € N be arbitrary. Then for all homogeneous Moran sets M C R?, all
0<d<r<R<landall x,y,z € M,

(2.3) N;(M N B(z, R)) ~q4 N5s(M 0 B(y, 7)) - N,(M 1 B(z, R)).
Here the implicit constants depend only on the ambient dimension.

Proof. Let M be a homogeneous Moran set relative to the contraction ratios
(rn)s,. Let 0 < r < R < 1 be arbitrary, and for ¢ € {r, R}, let m; € N be such
thatry---r,, <t <y 7,1, taking the empty product to be 1. Then by the
construction of the Moran set (see for instance the proof of Proposition 2.1),

NT(M N B(%,R)) ~y 2d(m'r7mR)

for x € M. Substituting this formula for the various expressions in (2.3) completes
the proof. O

Now we formalize the construction sketched at the beginning of this section as
follows. One can think of the conditions on M below as (i) imitating the scaling of
part of the set F' on the blocks [d,,, R,], without (ii) being larger than F’; and (iii)
being as small as possible in the remaining “gaps” [R,+1, 6,

Lemma 2.12. Let d € N. There is a constant C' = C(d) > 1 such that the following
holds. Let F C R? be arbitrary, let 1/2 > Ry > 01 > Ry > 09 > - -+ > 0 be a sequence of
scales converging to 0, and for each n € N let x,, € F. Then there exists a homogeneous
Moran set M C R? such that:

(i) Foralln € Nand 6, <r < R,

. > -1,
Inf N, (M NB(z,R,)) > C " N.(FNB(xn,Ry)).
(ii)) Foralln € Nand, <r < R< R,

sup N, (M N B(z,R)) < C -sup N,(F N B(z, R)).

zeM zeF

(iii) Foralln € N,

sup Ng,,,(M N B(z,6,)) < C.
zeM

Proof. First, assume that 9,,/R,, < 1/2 for infinitely many n. If §,,/R,, > 1/2 for
some n € N, then (i) holds with the trivial lower bound N, (M N B(z, R,)) > 1by
taking C' > 27, regardless of the choice of M. Also, (iii) only becomes a stronger
statement if there are fewer scales 4, and R,, and in particular implies (ii) on the
removed scales. Therefore we may assume that 6,,/R, < 1/2 for all n € N by
removing pairs of scales which do not satisfy this condition.
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We now proceed with the inductive construction of a sequence of contraction
ratios (r,)52, which will define the homogeneous Moran set M. Begin with
r = Rl.

Now suppose by induction that we have defined r4,...,7;, and p1,...,p;,,
related by p;, = H§:1 r;, such that R, > p;, > R,/2. Form = j, +1,j,+2,..., we
inductively define 7], to be such that

(2.4) pi [ ri=inf{r € (0, Ry : No(F N B(an, Ry)) < 2¢- 2909},

i=jn-+1

halting if 7, = 0 and setting all remaining terms equal to 0. Let us verify by
induction that r/, < 1/2 for all m > j, + 1. For the case m = j, + 1, since
Ng,/a(B(#n, Ry)) < 2°¢ and N,(-) is monotonic in r, we have p;, 7 .| < R,/4.

Since p;, > R,/2, therefore r; ., < 1/2. Now suppose r;, € (0,1/2] for some
m > j, + 1 and write ' = p;, [[\~ it ri. By the definition of 1/, for all » > 7/,

N.(F N B(x,, R,)) < 2. 24m=in) Therefore by covering each ball N,.(B(x,, R,))
by 27 balls of radius r /2,

N, jo(F N B(2,, Ry)) < 2¢- 9d(m+1—jn)

Since r > r’ was arbitrary, it follows that ], ., < 1/2.
We now choose the stopping index j,41 > j, such that p; ., =~ ¢,. More
precisely, let k£ > 0 be maximal such that (taking the empty product to be 1)

Jntk

Pin H T > On

i=jn+1

and let j,,41 = j, + k+ 1. Thenform € {j, +1,..., jut1 — 1} (possibly there are
no such m), let r,, = . Note that p; .,_1 > 0, by the choice of k above and
since 6,/ R, < 1/2, so we may choose 7, ,, such that R,,.1 > p;,., > R,41/2. Thus
the induction may continue. Finally, let A/ denote the homogeneous Moran set
corresponding to the contraction ratios (r,,);° ;.

We now verify the desired properties of the construction. Let us first observe
the following key consequences of (2.4). Letn € N and let §, < r < R, be
arbitrary. Let m > j, be such that 2p,,11 < < 2p,, (this choice is possible since
2pj, > R,, > r). The choice of m implies, since r ~ p,, and R,, =~ p;,, that

(2.5) 24(m=in) inf N.(M 0 Bz, Ry)) ~a sup No (M 0 B(x, R)).
z xeM

We next verify that
(2.6) No(F O B, Ry)) Acg 29m=in)

First observe that m < j,.1. If m < j,,1 — 1, then (2.4) combined with the fact
that the covering number N, (-) has discontinuities of size at most 2¢ implies (2.6).
Otherwise, m = j, 1. In this case, p;,.,-17,, < 0, by definition of j, 1, so since
r > 6,, it follows from (2.4) that N,(F N B(z,, R,,)) <q 24™=7). But the covering
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number is monotonically increasing, and the lower bound holds for j,.1 — 1,
yielding (2.6).

Combining (2.5) and (2.6) shows (i).

Now to verity (ii), let 0 < §,, <r < R < R,, < 1 be arbitrary. First, by covering
balls of radius R by with balls of radius r,

N.(F N B(z,, R,)) < Ng(F N B(xy,, Ry,)) - sup N,.(F N B(z, R))
zeF
But the covering number of a homogeneous Moran set is approximately multi-
plicative as proven in Lemma 2.11, so by (2.5) and (2.6) applied at scale r and then
R, forally € M,

N,.(M N B(x,, Ry,))
N,(FN B(z,R)) >
sup Ne(E'N Bl B) 24 5 G B Ry)

~d N?"(M N B(y> R))

This gives (ii), as required.

Also, (iii) follows since p;,., -1 > 0, and p;,., < R, forall n € N, so there is
only 1 level between scales §,, and R,, 1, in the construction of M.

Finally, if §,,/R,, > 1/2 for all but finitely many n, the construction is much
easier and is left to the interested reader. O

Using this technical lemma, we now obtain the following special (but key) case of
Theorem E.

Lemma 2.13. Fixd € Nand F C R?, and let {#;}ien be a countable family of dimension
functions. Then there exists a homogeneous Moran set M C R? such that dim{ F <
dim%’ M for all i € N, and moreover dim%, M < dim% F for all dimension functions 1.
In particular, dima M < dimp F.

o0

Proof. Fix an enumeration (i, )2 ; of N which contains each element of N in-
finitely often. Intending to use Lemma 2.12, we construct scales R,, and 4, in-
ductively as follows. Set § = 1/2, and inductively for n € N, get z,, € F' and

0 < R, < 0", such that with ¢,, = R}f‘mn(Rn),

b,
Ny, (F O B(an, Ry)) > Ry 8" P00 ()

Apply Lemma 2.12 to the sequence of scales Ry > §; > Ry > 0y > --- to get

a homogeneous Moran set M satisfying the conclusions of Lemma 2.12. It is

immediate from Lemma 2.12 (i) that dim%’ F < dim%’ M for all i € N.

For the other bound, let ) be an arbitrary dimension function and let L € N be
s0 that L > sup, (o) ¥(z). Thenlet 0 < r = R'"¥(M) < R < §,, be arbitrary. Since
R, <6, foralln € N, it follows from the choice of L that there is an m € N so that
Ruyi1 <r<R<,1.1f R<6,or R, <r,then it follows from Lemma 2.12 (iii)
that N.(M N B(z, R)) ~ 1. Otherwise, let d,, <1’ < R’ < R,, be minimal (resp.
maximal) such that » <" < R’ < R. Then applying Lemma 2.12 (iii) on the scales
(R, Om—1] U [Rint1, 0] followed by Lemma 2.12 (ii) on the scales [6,,, R,,], for any
e >0,

N, (M N B(z,R)) < N (M0 Bz, R)))
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<sup Ny (F N B(z, R'))

zeF

< sup N,,(F N B(x, R))

z€F
<. R (R)(dim} Fe)

In either case, it follows that dim}, M < dim}, F.
The “in particular” statement follows by taking a dimension function ¢ with
dim!, M = dimy M, which is guaranteed by Theorem 2.9. 0

Finally, we can prove the main result. For the convenience of the reader, we
include a full statement of Theorem E here.

Restatement (of Theorem E). Fix d € Nand F C R?, and let A be a family of dimen-
sion functions. Suppose A = |J;-, A; where for each i there exists T; C R such that
A; = {¢i+ - t € T;} and whenever t,t' € T; satisfy t > t' the following limit exists and
lies in [0, 1]:

2.7) lim Gir(1)

o () € [0, 1].

Then there exists a homogeneous Moran set M C R? such that dim%, M < dimY, F for all
dimension functions 1, and moreover

dim%{ F =dim{ M  and  dimyF = dim M
forall € Aandp € W.

Proof. For ¢ € A, write s, = dim}, F. For all i € N, we choose a countable
family of functions C; C A; such that for all ¢ € A; and ¢ > 0 there is ¢ € C; such
that

(2.8) 54 —€ < Sy and lim o) < 00

We choose such a family C; as follows. Let S; = {s4 : ¢ € A;} C [0,d]. First, let
A; o denote a countable subset of A; for which {s, : ¢ € A;} is dense in S;. Next,
form e N, let E;,,, = {s4 € S; : (s —1/m,s4) N S; = &} and observe that E, ,,
is a finite set. Then for each s € E;,,, let T, ; denote the set of indices t € T} so
that s, , = s. If T} ; is bounded below and contains its infimum ¢, let C; ; = {¢;.};
otherwise, let C; s = {¢;4, } where t,, € T, ; converge to the infimum or diverges to
minus infinity if 7} ,, is unbounded below. In any case the point is thatif ¢ € T ,
then there is a ¢’ <t such that ¢;» € C; s and s, , = s. Finally let

Ci=AoU G U Cis

m=1sck;

which is a countable set.
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We now verify (2.8) for C;. Let ¢ € A; \ C; be arbitrary and ¢ > 0. First,
suppose there exists 1y € C; such that s, — ¢ < s, < s4. Since s, < s4, by
Theorem A (iii) applied with the set F, we must have limp_,o ¢(R)/¥(R) < oo.
Otherwise, s4 € Ej,, for some m and write ¢ = ¢;;. By construction, get ¢ € C; ,,
such that ¢ = ¢, » where ¢’ < t. Observe that s, = s4; and moreover, by (2.7) since
t' <t limp_,o¢(R)/Y(R) < oo as required.

Finally, let C denote the closure under multiplication by positive rationals of
the union J;°, C;. By Lemma 2.13, get a homogeneous Moran set A such that
dim% M = dim$ F for all ¢ € C, and moreover dim}, M < dimY, F for all dimension
functions 1.

Now suppose i € Nand ¢ € A, is arbitrary. First, suppose

for some ¢ € C;. Lete > 0 and let ¢ € QN(0, c0) be such that

i 28)
R0 1), (R)

€e(l—gl+e¢).

Then by Corollary 2.3, letting M, denote the doubling constant in R,
| dim’ M — dim% M| < e(1 + 2log, My + ),

and similarly for F'in place of M. But v, € C and € > 0 was arbitrary, giving that
dim% F = dim% M.
Otherwise, for all v € C;,

Let ¢ > 0 be arbitrary. Then by (2.8), get v € C; so that s, — ¢ < s, and
limg o ¢(R)/¢(R) = 0. In particular, by Theorem A (iii) applied with the set
M, it follows that

sy — € < 8y = dim F = dim% M < dim% M.

Since ¢ > 0 was arbitrary, it follows that dimﬁ M > dimi F; and we recall that the
other bound always holds, yielding the desired inequality.

Finally, the result for the upper ¢-Assouad dimensions follows from Theorem C
and continuity Theorem A (iv), since C is closed under multiplication by any
q € QnN(0,00). O

3. STOCHASTICALLY SELF-SIMILAR SETS

We now turn our attention to specific families of sets. In this section, we focus on
stochastically self-similar sets.
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3.1. Galton—-Watson processes and random trees. Let X be a random variable
taking values in the non-negative integers. We say that X is an offspring number
and refer to its distribution as an offspring distribution. Its associated probability
generating function is

fls) =E(s¥) = 3 _P{X =j} s’

We say that X is finitely supported if N := max {n : P{X = n} > 0} is finite. The
associated probability generating function is then a polynomial of degree NV with
non-negative coefficients §; = P {X = j} such that >_~ 6, = 1.

We recall some basic properties of f, a proof for which can be found in [ I

Proposition 3.1. Let f be the probability generating function of a non-negative integer
valued random variable X such that E(X) > 0. Then:
(i) f is smooth, convex, and strictly increasing on [0, co). It is strictly convex if and
only if there exists n > 2 such that P {X = n} > 0 (the non-trivial case).
(ii)) f(0) =0pand f(1) = 1.
(iii) The expectation of X is m = E(X) = f'(1).
(iv) If m = E(X) > 1 (the supercritical case), then f is non-trivial and there exists a
unique q € [0, 1) such that f(q) = q.

The Galton—-Watson process Z;, with offspring variable X is defined by the
recursion

Zy,
Zp=1 and Z;, = ZXk,ia
i1

where X, ; are independent random variables that equal X in distribution. We
can relate the probability generating function of X to the behaviour of the Galton—
Watson process, see [ ] for details.

Proposition 3.2. Let Zj, be a supercritical Galton—Watson process with offspring random
variable X. Denote the probability generating function of X by f. Then,
(i) The probability generating function of Zy is E(s%F) = fi(s), where fy is the k-fold
composition of f.
(ii) The mean of Z, is given by E(Zy) = & fi(s)]s=1 = f(1) = m*.
(iii) The process Zy, dies out with probability q, i.e. P(Z; = 0 for some k) = q where
q € [0,1) is the unique number such that f(q) = q.

From now we will assume that X is a non-trivial finitely supported offspring
random variable. In this section we determine the Assouad spectrum for arbitrary
dimension functions of the Gromov boundary of its associated tree.

We first define the Galton-Watson tree. Let A = {1, ..., N} be a finite alphabet
of size N, i.e. the degree of the probability generating function f. Let A* denote
the set of words of length & over the alphabet A, and we let A* = | J7Z, A7 denote
the set of all finite words where A’ = {@} contains only the empty word. We let
AN denote the set of infinite words over A.
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For v € A* let X, be a random variable with the same distribution as X,
independent of all distinct words w € A*. The random Galton-Watson tree
T = T (w) is defined inductively by the rules

To={2}, Lo = To, Ln+1:L_J{UjGAnH:1§j§Xv}7

vELy,

and

Tt =TaULupn,  T=JT

n=1

Its boundary 07 is

OT ={ve A" :v|, € T foralln € N}

which consists of all “eventually surviving” branches of the finite trees. Note that
almost surely 07 is either the empty (extinct) tree or an infinite subtree of the
full N-ary tree AY. We define a metric on AY, and thus 97, by d(v, w) = e~ " |,
where v A w is the longest common ancestor of v and w. Note that v A w = @
and v A w = v & v = w are possible outcomes. The metric space (07 (w), d) is
known as the Gromov boundary of the tree 7 (w). Since the offspring distribution
is assumed to be finitely supported, every ball of radius r = e¢~* can be covered by
N balls of radius r/e = e~ **1). Hence, 9T is doubling.

3.2. Large deviations of Galton—Watson processes. Define v such that m” = N.
Note that v > 1 with equality only occurring when m = N, i.e. when X = N is
constant almost surely. In this section, we will prove Proposition 1.5, which we
reproduce here for the convenience of the reader.

Restatement (of Proposition 1.5). Let Z; be a Galton—Watson process with offspring
random variable X which is not almost surely constant. Assume that its probability
generating function f is a polynomial of degree 2 < N < oo and m = E(X) > 1. Define
v such that m” = N. Then forall 1 <t < v, all € > 0 sufficiently small, and all k € N,

exp (_m(t—1+a)ﬁk) <P (Zk > mtk) < exp (_m(t—l—a)ﬁk> 7

with the implicit constants depending only on t and «.

Before proceeding with a proof of this result, we remark that similar results have
been known for a long time. However, they often concern estimates on the limiting
variable W = limy, Z;/m”, which exists almost surely. In particular, Harris [ ]
showed that

logE (") = sTH(s) + O(1),

where H is a continuous, positive, and multiplicatively periodic function (cf.
Lemma 3.3 below). The probabilistic analogue was derived by Biggins & Bingham
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[ ], who showed that

log P (W > z) = 2"/ 0"V H(z) + o(z?/0D).

Further extensions have been proved in [ ]. While the behaviour of W can be
related back to that of W}, == Z;/m*, see e.g. | ], we needed explicit bounds
on the rate of convergence and give a self-contained account here. Further results
are known on the tail behaviour of W, even if X is not finitely supported, or
even heavy-tailed, see for example [ ]and [ ]. We point out [ ,
Theorems 3 & 4] in particular, which characterizes the behaviour of P (W}, > x) for
more general distributions.

It is plausible that Proposition 1.5 can be similarly sharpened through the
application of a suitable renewal theorem. However, the bounds in Proposition 1.5
are sufficient to establish our Borel-Cantelli lemma for trees (Lemma 1.6) so we
have not attempted this here.

Our large deviations result depends fundamentally on the following asymp-
totic result for polynomial functions. Recall that f; denotes the k-fold composition
of the probability generating function f.

Lemma 3.3. Let f be a probability generating function of degree 2 < N < oo. Let € > 0
and assume m = f'(1) > 1and m < N. Then forall s € (0, 1),

o s
Jm ey log fi (exp (m™ 7)) = 0.

Proof. Lete > 0 and fix § > 0 such that (1 + §)2 < m/2. Let z; > 1 be such that
f'(z5) = (1 + 8)m = ms. Then, for 1 < y < 5,

fly) <ms(y —1) + 1.

Now

Y = exp(m_(l_s)k) =1+ m =9k 4 O(m_2(1_s)k) <1l+(1+ 5)m_(1_5)k
for all sufficiently large k. Let ny, = min {k, min {j : f;(yx) > x5}}. We can obtain a
lower bound on ny, for all sufficiently large £ by noting that
Fue(ye) mgtye = 1) +1 < 14 (1400798 <1 g remlimeme/at,

which gives ny > (1 — s — ¢/2)k + ¢5, where ¢s == log,,,(zs — 1). Moreover, since f
is a polynomial of degree NV with positive coefficients that are bounded above by
1, we also have the trivial bound f(z) <1+ (z — 1)V for all z > 1. Combining this
with the previous estimate,

log fi(yr) = 10g fi—ny+1 0 fry—1(yk)
<log (1 + xf;kankH)
< NP og 25 4 log 2
< NGF/2RH1=¢5 160 25 + log 2.

The conclusion now follows after dividing by N¢*+9)* and taking limits. O
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The following probability estimate does not require independence; its short and
elementary proof can be found, for example, in [ , Lemma 2.1] and we include
it for convenience.

Lemma 3.4. Let E,, ..., E, be a sequence of events with P(E;) > pforall 1 <i < n.
Let 0 < X < pand let F\ denote the event that at least An of the events E, . .., E, occur.
Then

p—A
> —.
P(Ey) 2 T—

Proof. We compute

pn < E(#{i: E; occurs})
=E(#{i: E; occurs} | F\)P(F\) + E(#{i : E; occurs} | F5)(1 —P(F)))
< nlP(Fy\) + An(1 —P(F))),

so that p < P(F)) + A(1 — P(F)y)). O

We are now ready to complete the proof of Proposition 1.5

Proof (of Proposition 1.5). We first prove the upper bound. Fix

t—1 v
s = —¢
v—1 v—1
and note that
(3.1) s+t—1>(s+¢/2)y.

Note also that s > 0 and s +¢/2 < 1 for ¢ > 0 small enough. The proof of the
proposition now follows from Markov’s inequality and a Chebyshev argument, as
well as applying Lemma 3.3 with ¢/2. Indeed, there exists C" > 0 such that for all
sufficiently large k,

P (Zk > mtk) —P (exp (m_(l‘s)ka) > em(s+t71)k>

—m(stt—1)k

< B (oxp (m-1-42,)) ¢
= fr (exp (mf(lfs)k)) L gmHt L
< exp (C’N(S+€/2)k _ m(s+t—1)k)

= exp (C’m(8+€/2)vk _ m(s+t—1)k) ‘
Note that by (3.1) the negative term will eventually dominate, so we conclude that
]P) (Zk; Z mtk) S CeXp (—m(s"'t_l)k) = Cexp (_m(tflfs)ﬁk)

for some C' > 0 and all £ € N, establishing the upper bound.

We now prove the lower bound. First recall that the normalized Galton-Watson
process Wi, = Z;,/ mk converges almost surely to a random variable W with expecta-
tions satisfying E(W,) = E(W) = 1for all £ € N. Further, P(W > 0) = 1 — ¢, where
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q is the least root of f(q) = ¢q. Hence there exists 5 > 0 such that P(WW;, > %) > [ for
all k. Write fy = P(X = N). The probability that Z; = N, Zy = N?,...,Z, = N"is

e gy
Let A = ;3. Note that the probability that a Galton-Watson process satisfies
Z" > Lm#=" can be bounded below by . Thus, by Lemma 3.4, the probability
that out of N" independent realizations of Z;’Zn (1 <i< N™)atleast - N™ are
larger than 3m*~" is bounded below by a = 525 > 0. It follows that

P (Zk > )\N”%mk_”) =P (Zk > %/\m”’”mk_”) >« 9%“1 — qem "V log by
Letting n be the least integer such that m'* < IAxm0~1ntF gives

t—1 - log,,(A/2)

1.
v—1 v—1 *

n=

Therefore
P (Z, > m™) > P (Z), > $amb-1nth)

> qexp <_mﬁ(t71)kmf% logm (A/2)+27 1o 9;[1)
> aexp (_mﬁ(t—1+e)k>
for all k£ large enough such that

mﬁskz > mﬁ log,,, (2/A)+2v log 91:[1
Our claim immediately follows. O

To conclude this section, we also note that the lower bound can be improved to
guarantee that a large number of the children also survive. Recall that ¢ is the least

root of f(q) = q.

Corollary 3.5. Let Zj, be a Galton—Watson process with offspring random variable X.
Assume that its probability generating function f is a polynomial of degree 2 < N < oo
and m =E(X) > 1. Then forall 1 <t <, all ¢ > 0 sufficiently small, and all k € N,

P (Zy > m™ and at least 152m™ offspring processes survive) 2 exp (—m(t**s)ﬁk)

with implicit constants depending only on t and ¢.

Proof. Note that all of the m'* offspring processes are independent of the event
{Z;, > m'*}. The probability of survival is 1 — ¢ € (0, 1]. Hence, by Lemma 3.4,
P (Zy > m' and more than 5¢m™ offspring processes survive)
=P (Z, > m"™) P (at least :5¢m"" independent processes survive)

zﬁwzkznﬂj%ig

From this the claim immediately follows from Proposition 1.5. 0
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3.3. Borel-Cantelli for trees. In this section we prove the useful Borel-Cantelli
lemma for Galton-Watson trees mentioned in the introduction, namely Lemma 1.6.

Restatement (of Lemma 1.6). Let Ej, be any measurable event for a Galton—Watson

tree and write P, = P(E}). Let E be the event that there are infinitely many k € N such
that a Galton—Watson tree contains a subtree T (v) € Ej at level k.

(i) P(E) =0 if 3,y Pam™ < o0,

(ii) ]P’(E) = 1, conditioned on non-extinction, if there exists a summable sequence K,

of non-negative numbers such that ) _ K, P,m" = oo.

We remark that this lemma does not require an explicit independence condition
that is stipulated for the second part of the standard Borel-Cantelli lemma. Such
an independence condition is replaced by the existence of a decreasing sequence
K,,, which will allow us to use independent subtrees instead.

Proof. We prove (i) and (ii) separately.
Part 1. Proof of (i).

Assume first that ) ° P,m" < co. Let v € L;, be anode in 7 at level k. We write
Ex(v) = {T (v) € E}} for the event that a given subtree 7 (v) is in E},. Similarly, for
any subset A C Lj, we write

Er(A) = {Jv € Asuch that T (v) € Ei}.
Further, we let
E = {E,(Ly) holds for infinitely many k € N} .

Note that #L;/m" is bounded almost surely. Therefore

E= U ({lim sup B (Lg)} N{#Ly < ka})

Q=1 k—o0

and by continuity from below,

IP(E) = lim P ({limsup Ek(Lk)} ‘ #L;, < ka) P (#Lk < ka) i

Q—o0 k—o0

Now P (#Li < QmF) increases to 1 in @), and by continuity from above,

P ({nmsup Ek@k)} | 4Ly < ka) —p (ﬁ U Bla) | #Lx < ka)

k—voo n=1k=n

n—o0

= lim P (G Eu(Ly) | #Li < ka>

k=n

< lim S P(By(Ly) | #Li < Q).
k=n
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Using a standard Taylor bound,

P(E,(Ly) | #Ly < Qmb) <1— (1 P)?™" < Qm* Py,

and so, writing S,, = >~ P.m", we obtain

P(E) < lim lim ZQPkm Qlim (Q : r}grolo Sn> =0

Q—00 n—00 —00

since S < oo by assumption.
Part I1. Proof of (ii).

Assume now that > K, P,m" = co. A standard calculation shows that [[>~,(1 —
n~?) =1/2. Clearly, > 1 K,P,m" = cc. Since }_, K,, < 0o, we have K,, — 0 and
we may assume without loss of generality that K,m™ < +m" and that K,,m" is a
non-negative integer by some bounded rescaling of X,.

Recalling that W := limy, Z;,/mF, note that

IP’(E):P<E|WzO)IP’(WzO)+P(E|W>O>IP’(W>O)
(3.2) :P(E\W>o) (1—q).

The conditioning on W > 0 implies that there almost surely exists a first split, i.e.
a ky € Nsuch that #L;,_; = 1 and #L;, > 1. Write 7, for the probability that
# Ly, = j, conditioned on non-extinction. By the independence of Galton—-Watson
processes we must have

N N
pp =P <Ec | W > 0) = ZTj(pE)j, where ZTj = 1.
=2 =2

A standard convexity argument now implies that the only real solutions in [0, 1]
are 0 and 1. Hence P(E | W > 0) € {0,1} and to show that E occurs almost surely
conditioned on the Galton-Watson process not going extinct, we need only to
prove that ]P’(E) > 0 by (3.2).

Let k € Nand A C L, and write P, = P(E}). By independence,

P(Ep(A)) =1— [[P(Ec(v))) =1 (1 — P)™
veEA

Write ar, = 1 — (k + 1)7? and note that [],”, ax = 1/2. Let ky € N be large enough
such that (N/m)* > 2" ; I;. Recalling that 0y = P(X = N), with probability
(O) NN 5 ) we have #L,, = N*, and we shall call this event Fj,.
Let A, C Ly, be such that #A4,, = K,m™(< N*). For definiteness, and to
avoid dependency on the event F},, we define A, to be independently randomly
chosen elements of L, stopping once #Ay, reaches min{#Ly,, Ky,m*}. The
probability of Ey,(Ay,), conditioned on #Ly, > Kj,m*, is given by P(Ey, (Ay,)) =
1— (1 — P,)% %™, For convenience we define

Mk:o = Nko and Mk+1 = (Mk — Kkmk) s aEpm
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for k > ky. It is straightforward to see that

k—1 oo
My = m <N°Ha] S K- Ha1)>m (kaHaa ZK) m.
J=ko J=ko

Consider now the descendants of Ly, \ Ag,. Conditioned on F},,
#(Ly \ Apy) > N™ — KjymFo > mo
Their offspring number is independent of Ej(A,) and we write

Frop1 = {#{v € Ligt1 : V|ry € Ly \ Aro} > Migi1} .

for the event that its offspring number is at least M, 1.
Inductively, let A;, C L, be an arbitrary, randomly chosen, subset of cardinality
equal to min{# Ly, Kym"}. We can define F}, for k > k, to be the event

Fp={#{veLy:vlt_1 € Li_1\ A1} > My}.
We can estimate P (Fj 41 | (Fky, Fro+1, - - - » Fi)) using Hoeffding’s inequality:

P (Fyt1 | (Fros Frot1s - -+ Fi))

My —Kpm*
> P Z Xy = My
i=1
M —KmF
=P Z Xpi > (Mk—Kkm )akm
=1
M —KmF
=P - Z (X,“—m)g(l—ak) (Mk—Kkmk)m
=1
M —KmF m
=1-P| - 2_; (X —m) > FT I (My — Kym*)

In particular, this gives

P (Fy M- N Floyq)
=P (Fos1 | (Frgr-- s Fi)) P (B | (P, Fit)) -+ P (Fy)
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k 9 -
2 ko—1 N -1 J
> (QN)1+N N ) H 1 —exp (_ m?( ) o m ))

3 y 4
i N (j+1)
1+N2+'~~+Nk0_1 e m]
2 00 L (e ()
Jj=ko

= a >0,

noting that the lower bound is independent of k. Writing I = (., F%, we get
P(F) > a.
Now

P(E) >P(ENF)=P(E| F)P(F) > a-P(E | F).

Since E D limsup,_,., Ex(Ay), we also have

P(E|F)>1-P (UﬂE )

k=ko n=k

The events E,(A,,) and E,/(A,/) are independent for n # n’ since the vertices in
A, are, by definition, not descendants of A, and vice versa. Hence,

P ( G ﬁ E.(A,)° ) < (ﬁk En(A)° | F)

k=ko n=k i
f: I[P (B4 | F)

k=ko n=k
- . Kym™
= Z (Igl_rgoexp (Z log (1 —P,) ))
k=ko n=k
K
< _ n
Z (f}gnoo exp ( ZPnKnm ))
ke=ko n=k
=0

by our divergence assumption. We conclude that P(E | F)=1andsoP(E) > o >
0. This completes the proof. O

3.4. The ¢-Assouad dimensions of branching processes. We now prove the
exact formula for the ¢-Assouad dimensions of the Gromov boundary 07 (w), as
stated in Theorem F.

Restatement (of Theorem F). Let Z;, be a Galton—Watson process with finitely sup-
ported offspring distribution with mean m and maximal offspring number N. Let OT
denote the Gromov boundary of the associated Galton—Watson tree. Write

loglog(1/R)

V) = P R)
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The following results hold almost surely conditioned on non-extinction.

For any dimension function ¢, if limpg_,g % =« € [0,log N, then
- 1
(3.3) Ims 0T = dim? 9T = a (1 - 1Z§ ﬁ) + logm.
Otherwise, if limpg_,g % > log N, then
(3.4) dimy &7 = dim% 9T = log N.

Proof. We may assume that the offspring number X is not a constant almost
surely, since otherwise logm = log N and the theorem holds trivially.

Fix o € (0,1log N). Recall that ¢, (R) = ¥/(R)/«a, and that  is such that m” = N.
We first show that

1

(3.5) dim%® 9T < (1 - %) +logm = s,
Since o < log N, we can fix ¢ > 0 small enough that¢ < v, where ¢t := s,/ logm+2e.

First, let £/, be the event that a Galton-Watson tree has more than m'™ descen-
dants at level n, and write E}, for the event that a Galton—Watson tree has more
than m'" descendants at some level n satisfying log(k — 1) < an < log k. Note that
the choice of ¢ guarantees that

t—1—g)—L . los(k=1) l4g logm
m( E)Wfl P — (kz _ 1) +e a -1,

Since m' < N, by Proposition 1.5, applying the above substitution yields
Py = P(E},)

| £ logk|
(3.6) < > P(E

n:félog(k’—l)]
1 o

< — (logk —log(k — 1) 4+ 1) exp <_m(t—1—a)’ﬂj%)
o

S exp (—(k— 1)),

with implicit constants independent of k. Thus since € > 0,

Zpkmk S Zexp <k‘ logm — (k — 1)1%‘1@%'7%) < 0.
k=1 k=1

Now by Lemma 1.6 (i), almost surely there exists a constant C' > 0 such that for
all integers k,n (with k£ > 2) satisfying log(k — 1) < an < logk, every subtree at
level k has no more than C'm'™ descendants at level k£ + n. Now suppose 0 < R < 1
and consider the ball B(x, R) C 07 By definition of the metric, the ball is the full
subtree of anode v € Ly, where k = [—log R]|. Thus by the definition of 1,

tlogk

NR1+wa(R)(B(.fL', R)) 5 m o

_ k%—f—%lm% < R—wa(R)(sa—l-Qalogm)



ASSOUAD INTERPOLATION 41

with implicit constants independent of R. Since ¢ > 0 was arbitrary, the bound
(3.5) holds.

We now give a proof of the lower bound. Let o € (0,log V), fix e > 0, and let
t = so/logm — 2¢. Taking ¢ to be sufficiently small guarantees that ¢ > 0. Let Ej,
be the event that a Galton-Watson tree has at least 15¢m!(°s%)/> descendants at
level | (log k)/a | that do not die out, recalling that ¢ is given in Proposition 3.1. By
Corollary 3.5 and the choice of ¢, increasing the constant C'if necessary, we have

P, =P(Ey) 2 exp (—m(t_Ha) WZU%) = exp (_k1—eg(1‘;§’1")> .

Thus,

7€'ylogm

Pym® > exp (k;logm — k! W) > exp (%k‘logm) — k2

Letting K;, = m~*/?, we get

iKkPkmk e il =00 and iKk = imkﬂ < 00.
k=1 k=1 k=1 k=1

By Lemma 1.6 (ii), almost surely, conditioned on non-extinction, there exist in-
finitely many subtrees at levels k; — oo that have at least 152m!(°s%)/« descendants
atlevel k; + [ log k;| which do not die out. Let R; = e~ * and chose = € 9T such

1
that B(z, R;) is such a subtree at level k;. Then since R; Talll) — gmkimglogki

NRlea(Ri)(B(w, Rz)) > %mt(logki)/a _ %kz? « %R;wa(m)(sm%logm)_
Hence, as ¢ > 0 was arbitrary, almost surely dim}* 97 > s,. We note that the
bound dimq’ﬁ“ 0T > log N for a > log N holds by a similar, but easier, argument.

It remains to show that, almost surely, (3.3) and (3.4) hold simultaneously for
any dimension function satisfying the hypotheses. First, fix a dense countable
subset C = QN(0, 00) so that, almost surely for all a € C simultaneously,

1
dimﬁ/a OT = min{«,log N} - (1 - lZiz) + logm

and dimg 97 = logm and dima 07 = log N.

Fix a typical element 97 as above. Note that, since dim* 97 is a continuous
and increasing function of ¢, by Theorem A (i) and Theorem C, the formula (3.3)
holds for all dimension functions ¢ with limg .o (R)/¢(R) € (0, 00). Otherwise,
if ¢ is a dimension function with limg_,o ¥(R)/¢(R) = 0, then for all o > 0,

S 1
dimp 0T < dim? 0T < dms 9T < a (1 . M) +logm,
log N
and the upper bound converges to dimg 97 as « converges to zero. Finally, sup-
pose ¢ is a dimension function with limg_,o ¥/(R)/¢(R) = co. Then by Theorem C,

dimy 0T > dim$ 8T > dim%/"#™ T = dim, 6T
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Thus the desired formulas hold for 97, as claimed. O

Remark 3.6. In the proof above we assumed that the limit limp_, % = « ex-
ists. For the lower bound, the existence of the limit was used in establishing the
relationship between all (random) scales r; and R;, which is a greater degree of
independence than strictly necessary. For the upper bound, establishing summa-
bility of the P,m* requires the range of the summation in (3.6) to be constrained
appropriately, which in turn requires that the dimension function ¢ is close to the
dimension function ) over large ranges of scales. Relaxing the assumptions in
Theorem F somewhat is possible, but obtaining a precise formula for all dimension

functions will require substantially more work beyond what is done in this proof.

3.5. Mandelbrot percolation of the unit cube. Galton-Watson processes are
frequently used to model stochastically self-similar sets that arise from percolation
processes. One particularly notable example is that of Mandelbrot percolation
of the unit cube in R?%. Fix an integer n > 2 and retention probability p > n~<.
Let M, = [0, 1]¢ be the unit cube and write Q] for the collection of n subcubes
of M of side-length 1/n that evenly partition M,. For each subcube @) € Q]
we independently decide to keep it with probability p. Call this collection of
subcubes Q; and set M; = |JQ; € M,. Having constructed Q}, Q; and M;, we
iteratively construct Q;_,, to be the set of all n? . #Q, subcubes of the cubes in
Qg, for k > 1. The collection Q4 is the set of independently retained cubes in
Q). with probability p. Finally, we set M, = |J Q). The process is known as
Mandelbrot percolation and the limit set M = (), M) C R? is a stochastically
self-similar set, see Figure 1. Note that the number of subcubes of a cube () € Q;,
has binomial distribution B(n?, p) and is independent of other subcubes. Thus,
#Q;, is a Galton-Watson process with offspring distribution B(n¢, p) and we may
index the cubes using a Galton-Watson tree 07'.

Mandelbrot percolation is a special case of general fractal percolation. We
may consider the unit cube as the invariant set under the IFS of similarities
S-(z) = n Yz +t,), where t, € {0,1,...,n — 1}. In general, one may consider
such percolation on any attractor given by an IFS, see [ ] which first explicitly
considered such construction. Given such strong correspondence with Galton-
Watson processes, we may immediately apply Theorem F to all fractal percolation
whose cylinder sets are of controlled size such as homogeneous self-similar iterated
function systems satisfying the open set condition. Using slightly more general
considerations, they also apply to non-homogeneous systems, see e.g. [ ] for
a detailed discussion. To keep proofs succinct we will only prove the case for
Mandelbrot percolation in Corollary G.

Proof (of Corollary G). Consider a Galton-Watson process Z;, with binomial off-
spring distribution X =p B(n?, p) and its associated Galton-Watson tree 7 with
Gromov boundary 7. It is straightforward to verify that m = E(X) = pn?
and N = n. Further, changing the metric d(z,y) = €l*¥ on 9T to d'(x,y) =
d(z,y)1°e" = nl*’vl has the effect of changing the conclusion of Theorem F to the
following.
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If limp_, % = a € [0,log N] = [0, logn4],

_ 1 logm log(1/p)  log pn?
imj 0 logn (a ( logN) + Ogm) o' dlog? n + logn

Otherwise if lim inf_, % > log n?,

dim§ 0T = log, N = d.

To see that the same conclusion may also be reached for Mandelbrot percolation,
note that the Galton-Watson process Z; counts the number of surviving subcubes
at iteration level k. In particular, there exists a natural bijection between vertices
v € T and surviving subcubes Q, of side-length n~*l such that if w = vj € T
for some j € {1,..., N}* then Q,, C @, is a subcube of side-length n~1*!. Clearly

M = Mken UveLk Qv-

Write Q(z, k) for a subcube of side-length n~* containing x. Then for all z € M
and 0 <r <1,

B(z,r) 2 Q(x, log, (Vd/r)])

and B(z,r) C Ufil Quv; where Q,, = Q(z, [log,(1/r)]) and Q,, are the (at most)
3% — 1 neighbouring subcubes of level |log,(1/r)]. Note further that the subtree
7 (v) that corresponds to @, is of diameter n~!l making their corresponding
diameters comparable:

2r = diam(B(z,r)) ~ n'%n" ~ noan(Va/ml — diam(7 (v)).

Therefore
N(T(w) § No(Blw.R)) S 30 N (T ),

where Q,, = Q(z, [log,(1/r)]) and Q,, = Q(z, [log,,(v/d/r)]). The corollary now
follows directly from Theorem F. O

4. SELF-SIMILAR SETS AND DECREASING SEQUENCES

4.1. Self-similar sets and general upper bounds. Let Z be a finite index set and
let {S;}icz be an iterated function system (IFS) of similarities, i.e.

Sz(l’) = T‘Z'I'—i—di for0 < |7‘Z| <1 anddz- eR.
LetZ* = U, ,Z" and for r > 0, let

AN={oc€eTl":r, <r<r,}
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whereifoc =o,---0, thenr, =7, ---r, ando™ =o0y---0,_1. Set
4.1)
M. (z) ={S, :0 € A}, S,(K)N B(x,r) # &} and M, = sup #M,(x).
rzeK

This is a generalization of the notation M, from the introduction required to handle
non-homogeneous iterated function systems. We then say that the IFS satisfies the
weak separation condition (WSC) if sup,., M, < 0. In this case, the attractor K is
Ahlfors-David regular and dimy K = dimy K. Otherwise, dimy K =1 [ ,
Theorem 1.3].

It is straightforward to use the counts ), to give a general upper bound
relevant for any self-similar IFS. In the special case that the WSC condition holds,
M, is uniformly bounded above and this result just shows that dim% K = dimy K
for all dimension functions ¢.

Proposition 4.1. Let ¢ be any function such that

lim —log M,
r=0 ¢(r) log(1/r)

Then dimf K = dimy K.

Proof. Let 0 < r < 1and letz € K. First, recalling [ , Theorem 4], there is
a constant C' > 0 (not depending on r) so that with N = Cr—¢("dms K there is a
cover {B(y;, ")}, for K. Therefore by self-similarity,

{SO'(B(yi7T¢(T)))}i = {B(Sa(yi)ﬂ“a?"(b(r))}i

is a cover for S,(K) with balls of radius r,7*"). Thus since K N B(z,r) C
U oMo (2) S,(K), applying the above observation to each image S, (K),

dimp K
Noveoen (K N Bl 7)) < CMT< - ) ’

EwIo)

Moreover, for every € > 0 and all r sufficiently small (depending on ¢), by assump-
tion on ¢,

Mo< (=LY

It follows that dimﬁ K = dimg K = dimg K. O

4.2. Lower bounds and Assouad dichotomy. A general strategy for obtaining
lower bounds for the Assouad dimension of a set is to construct subsets which are,
in some sense, close to being arithmetic progressions.

Definition 4.2. Let K C R be a compact set. For r,e > 0 we call a set (r 'K —¢) N
[0, 1] which is an e-dense subset of [0, 1] an (r, )-microset of K.

8The weak separation condition was first introduced in [ ] with a somewhat different
definition; this version was proven to be equivalent in [ I
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One can think of the parameter r as the scale, and the parameter ¢ as the resolution.
Of course, if K has an (r,¢)-microset and ¢ € (0,1), then K also has a (cr,c'¢)-
microset. Moreover, K has Assouad dimension 1 if and only if K has an (r,¢)-
microset for arbitrarily small ¢ [ ].

It is proven in [ , Theorem 1.3] that any self-similar set in R that is not
a singleton either satisties the WSC, or has Assouad dimension 1. In fact, we can
interpret the proof as a certain “sequential amplification” of microsets. Let {5, }icz
be an IFS of similarities with attractor K such that S;(z) = px + d; for i € Z where
p € (0,1) is fixed. Define a distance on Z* by

dory— [PISAO) = S-0)] iflo] =[] =n.
’ 00 otherwise.

Here, |o| denotes the length of the word 0. We begin with a simple lemma
demonstrating this amplification process for equicontractive self-similar sets.

Lemma 4.3. Let {S;}icz be an equicontractive IFS of similarities with attractor K. Sup-
pose K has an (r,e)-microset. Then if n € N and ¢ > 0 are such that there are words
0,7 € I" such that cr < d(o,7) < r, then K contains a ((1+c)p"r, (1+c)~'e)-microset,

Proof. Let t € R and T(z) = r~'x — ¢ be a similarity so that with P =

T-4[0,1]) n K, T(P) is an (r,e)-microset. Next, by assumption, get n € N and
words 0,7 € 7" such that ¢ < § < 1 where

§=r"tp (S, (0) — S,(0)),

Write Q = S,(P) U S.(P). Of course, ) C K by self-similarity and moreover a
direct computation gives that

ToS:HQ)=T(P)U(T(P)+9).
Since T'(P) is an e-dense subset of [0, 1] and § < 1, it follows that (T'(P) U (T'(P) +
§)) N[0,1+ 4] is an e-dense subset of [0, 1 + §]. Therefore writing h(z) = (14 ¢) '
and recalling that § > ¢,

hoT oS, ' (K)N0,1]

is an /(1 + c)-dense subset of [0, 1]. Moreover, h o T o S, has similarity ratio
(1+¢)~'r~tp™, which gives the claim. O

Of course, having precise information about the existence of microsets gives lower
bounds for the ¢-Assouad dimensions.

Lemma 4.4. Suppose K has an (r,c)-microset. Then there exists v € K such that

(4.2) N, (KN B(z,r)) >

™ | =
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In particular, if K has a sequence of (ry, €),)-microsets with €, converging to zero and ¢ is
any dimension function such that
log &,

4.3 limsup ————
*3) k—mp o(ry) logry —

then dimy K = 1.

Proof. Note that (4.2) follows directly from the definition of an (r, €)-microset.
Now re-arranging (4.3) gives that

T]i‘f‘(ﬁ("'k) Z ELTh
or equivalently by (4.2) there is an x € K so that

1
Ny (B(z,mp) NK) > —
k

But this holds for infinitely many £ with ¢;, converging to 0, so mil{ =1 O

Suppose the WSC fails, which implies that 0 is an accumulation point of the set
{d(o,7) : 0,7 € T} \ {0} [ ]. Moreover suppose, inductively, that we have
constructed an (r, €)-microset. Intending to apply Lemma 4.3, get ng and o, 7 € 7"
such that d(o, 7) < r. Of course, d(o, 7) may be much smaller than r; however, if
i € Z is any fixed letter, then d(oig, Tig) = p~'d(o, 7). Repeatedly appending the
letter iy guarantees the existence of some n > ny and words o, 7 € Z" satisfying the
hypotheses of Lemma 4.3 with ¢ = p, so K in fact contains a ((1+p)rp™, (1+p)'e)-
microset. But (1 + p)~' < 1is a fixed constant, so repeating this construction we
see that K has an (r, €)-microset for arbitrarily small ¢, so dimy K = 1 under the
assumption that the WSC fails’.

In order to understand the rate at which the (r, ¢)-microsets converge to [0, 1]
in the Hausdorff metric, we would like to make the above proof quantitative.
However, the main challenge is to control the level n > n, at which we have a gap
of precisely the correct size. Thus it seems to be challenging to show in general
that the upper bound in Proposition 4.1 is sharp. In the next section, we construct
explicit examples of self-similar sets for which the gap n > n, can be controlled
very precisely. Using this we can prove relatively good bounds on the resolution
at which large microsets appear.

4.3. Explicit lower bounds for a class of self-similar sets. Given some m € N
with m > 3 and ¢ > 0, consider the homogeneous self-similar IFS defined by

x T r+1
Denote the attractor of this IFS by K. Note that when ¢ is irrational, this IFS
satisfies the exponential separation condition (see [ , Theorem 1.6] for an

9This gives a somewhat more transparent proof of [ , Theorem 3.1] and [ , Theo-
rem 4.1] in the self-similar equicontractive case.
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explicit statement and proof) and dimy K = 1222 As described in the proof of
[ , Theorem 7.3.1], one can use work of Shmerkin [ ] together with

the fact that the IFS satisfies the exponential separation condition to show that
dimya K = dimy K. Observe that C' C K, where C' is the Cantor set consisting of
the points

C:{i%:jne{o,l}}.

Note that C' does not depend on the choice of ¢. Recalling that Sy(0) = 0 so that
0 € K, we denote the set of endpoints at level £ by

By =1{5,(0): 0 € {0,t,1}} C K.

Of course, {0} = Ey C By C Ey C .
We now introduce the key definition relevant for our construction.

Definition 4.5. Suppose we have chosen a sequence of positive integers (n)52 ;.
Write Ny, = ny + - -+ + ng. For each k € N, let wy, € {0, 1} denote the word wy, =
(0,...,0,1) where 0 is repeated nj,—1 times. We then lett = t(n;)7>, € (0,1/(m—1)]
denote the point with base-m expansion wyws ... and let K = K(ny);2, denote the
attractor of the IFS {5y, S;, S1 }.

We also recall that C'is the associated Cantor set, which does not depend on the
choice ¢. The main work in this section is to choose the sequence (n;)3>, so that K
has large microsets at precise scales.

Lemma 4.6. Let m € N with m > 3 be fixed. Then there exists a sequence (ny)>, such
that the corresponding attractor K (ny)i, has an (ry, (14 1/m?)~*)-microset for each
k € N, where for each ¢ > 0,

(\]

—logry < = (24 &) logm.

€
Proof. We first define a sequence (n;)5>, of positive integers and a sequence
(rr)52, of real numbers inductively. Begin with n; = 1 and r;, = 1. Now suppose

we have chosen n,...,n; and rq,...,r, for some k € N. Let ny,; be chosen so
that

T m
(4.5) -+ < <7y

m mTk+1

and define r, 1 = (1 + 1/m?)rpm=Ne,

Now let Nj, wy, and ¢ be as in Definition 4.5 and let K denote the corresponding
attractor. Note that (ry) is strictly decreasing and (ny,) is strictly increasing, so ¢ is
irrational.

For each k£ € NU{0}, let 2, € E,, N C be the point coded by the word

wiws - - - wi € IV, Then mM (t — z;,) has base-m expansion wy 1wk - - - . In partic-
ular, the words oy, = w; - - -wy and 7, = t0 - - - 0 in Z"k satisfy

. 1 1
(4.6) L <m™d(og, ) =1+ + +---<m.

mE+2 mPk+2TNE+3
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Next, we verify that K contains an (ry, (1 + 1/m?)~*)-microset for all k¥ € N.
Of course, the k = 1 case follows immediately since {0,1/(m — 1)} C K. Now
let k¥ € N be arbitrary and suppose K contains an (ry, (1 + 1/m?)~*)-microset.
Combining (4.6) and (4.5), there are words o, and 75, in Z¥* so that

T
m—}; < d(O’k,Tk> < 7.
Therefore applying Lemma 4.3 and the definition of 7441, K contains a (rj1, (1 +
1/m?)~(*+1)-microset, as required.

Finally, we must lower bound . For notational simplicity, write c(¢) =
We will prove by induction that for all ¢ > 0 and k£ € N that

e(2+e)*

Ny < c(e)(2+¢)F and —logry, < c()(2 +¢)*logm.

First, note that c(¢) is chosen precisely so that 2¢(e)(2 + £)* + 2 < ¢(g)(2 + £)**! for
all £ € N. Now the case £ = 1 holds since n; = 1 and —logr; = 0. Suppose the
hypothesis holds for k£ € N. Then directly from the definitions,

log (T—;)

Ni +npp1 < Np +
logm

<e(e)2+e)* +ce)(2+ ) +2
< c(e)(2 + e)FH,
Moreover,
1
—logrii1 = Nilogm — logry — log (1 + _2)
m
< c(e)(2 4 &) logm + c(€)(2 4 £)* logm
< c(e)(2 4 &) logm,
as claimed. -

Recalling the definition of M, for » > 0 from (4.1), define Mk = M,,—« for non-
negative integers k. This is the same as the definition from the introduction.

Theorem 4.7. For all m € N with m > 3 there exists t € (0, 1) such that the attractor
K of the IFS {Sy, S, S1} defined in (4.4) has the following properties. If 1 is a dimension
function satisfying

. log Mn
lim ——— =0,
then dimiK = dimy K, and if ¢ is a dimension function satisfying

1 1 - (1
4.7) lim inf 128" (083) - (logm).
n—oo 1 - gb(m_n) 10g(1 + 1/m2)

then dim?% K = dimy K = 1.
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Proof. The first claim is just a restatement of Proposition 4.1 in slightly different
notation.

We will now verity the second claim. Applying Lemma 4.6, get a sequence
(ng)72, and corresponding value ¢ as in Definition 4.5 so that the attractor K has
an (rg, (1 + 1/m?)~*)-microset for all k € N where (taking ¢ = 1)

—logr, < 2-3tlogm.

For each k € N, let /; be such that r;,/m < m~% < r;. Then K has an (m~%,m(1 +
1/m?)~%)-microset for all £ € N and moreover for all k sufficiently large,

(4.8) 0, < 3.

Next, let ¢ be a dimension function satisfying (4.7). Recalling (i) in the definition
of a dimension function (see Definition 1.1),

O Ty

Using this fact followed by (4.7) and then (4.8),

log(m(1 + 1/m?)7*) klog(1+ 1/m?)

lim su > lim su
brne G(m=) dog(m—r) = 1Y (Glogm) - o(m—")
1
> lim sup 083
koo 10g Ly,
>1
Therefore by Lemma 4.4, dimi K = dima K =1, as required. O

4.4. Decreasing sequences with decreasing gaps. The following result describes
the ¢-Assouad dimensions of decreasing sequences with decreasing gaps. For any
such sequence F' we have {dimgs F,dima F'} C {0,1} (see [ ]and [ D.
In fact, the quasi-Assouad dimension is 0 if and only if the upper box dimension
is 0, and the Assouad dimension is 0 if and only if the sequence is lacunary.

Definition 4.8. We say that a function f: (1,00) — (0, 1) has reqular gaps if f is
differentiable and for all sufficiently large x:

1. f(x)is strictly decreasing and converges to 0,

2. f'(z) is strictly increasing and converges to 0, and

3. f'(z+1)/f'(z) is increasing and converges to 1.

Given a function f with regular gaps, we define an associated sequence set
F=F;={f(n):neN}uU{0}.

In Theorem 4.10 below, we establish a dimension result for the sets F}.

Remark 4.9. Examples of functions to which we can apply Theorem 4.10 include
flx) = e for0 < a < 1and f(z) = e~ 182" for § > 1. The specific example
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n~ 18" has been considered in [ , Example 2.18]. However, even for
examples like these, if there is no simple closed form expression for (f) ' it may
be difficult to get a more explicit formula for the ¢-Assouad dimension than (4.9).

Theorem 4.10. Let f be a function with regular gaps and assume that the associated
sequence set F' has upper box dimension 0. Let ¢ be a dimension function with ¢(R) — 0
as R — 0. Write

B = limsup((f(x))' V) 4 f'(x)).
T—r 00
If B >0, then dimf; F = 1. Otherwise,
4.9)

i 1y S (R R0 (1) (R0 — )
R—0+ _¢(R) 10g R

Proof. The strategy to obtain (4.9) is to fix scales 0 < r < R and cover a whole
interval around 0 with intervals of size r until the point where the gap size exceeds
r, and then cover each of the remaining points in F' N (0, R) individually. By
the mean value theorem, f(n) — f(n + 1) = —f'(x,) for some z,, € (n,n + 1), so
the sequence of gaps is strictly decreasing. Moreover, since f’ is monotonic and
flx+1)/f'(z) > lasx — o0,

=1

. f(n) = f(n+1)
(4.10) nh_)rgo i)

Since the sequence of gaps is decreasing,

N,((0,R)NF) 2 Ny((v,x + R)NF)

uniformly for all z € R and 0 < r < R, so it suffices to consider intervals whose
left endpoint is 0.

If 3 > 0, then for infinitely many n, writing R, = f(z,), by (4.10) and the
definition of 3

F(lzn]) = f(l2n] +1) S —fF/(|2n]) < RLFOED,
Since the gaps are decreasing, it follows that

Npvoa (0, Rn) N F) 2 R4,

so dim% F = 1.

Otherwise, 5 < 0. Recalling the formula (1.2) for the ¢-Assouad dimension, it
suffices to show that the expression inside the limit supremum in (4.9) is asymp-
totically the same as expression inside the limit supremum in (1.2). Fix some small
R = f(r) and let r := R'*®) Letn = |x| and m = [(f')"}(~r)], so R = f(n)
and r ~ f(m) — f(m + 1). Note that the assumption — f'(z) > (f(z))' ¢V @) = p
from 8 < 0 means that m > n. Now,

NT((O,R)HF)Q@—l—m—n.

Taking logarithms, (4.9) follows from (1.2). 0
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